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Abstract

A fundamental problem throughout the sciences is the learning of causal structure underlying a
system, by combining passive observations and active experimentation. Commonly, one may also
collect such data across multiple domains, such as gene sequencing from different labs, or neural
recordings from different species under resting-state and stimulation. Although there exist methods
for learning the equivalence class of causal diagrams from observational and experimental data, they
are meant to operate only in a single domain. In this paper, we develop a fundamental approach to
structure learning in non-Markovian systems (i.e. when latent confounders are not ruled out apriori)
leveraging observational and interventional data collected from multiple domains. Specifically,
we first show an equivalence between learning from observational data in multiple domains and
learning from interventional data with unknown targets in a single domain. Still there are subtleties
when considering observational and experimental data. Using causal invariances derived from
do-calculus, we define a property called multi-domain (MD) Markov that connects interventional
distributions from multiple-domains to graphical criteria on a selection diagram. Leveraging the
MD-Markov property, we introduce a new constraint-based causal discovery algorithm, MD-FCI,
that can learn from observational and interventional data from different domains. We prove that
the algorithm is sound and subsumes existing constraint-based causal discovery algorithms.
Keywords: causal discovery, Markov equivalence, structure learning, graphical model, interven-
tions, multiple environments, transportability

1 Introduction

Causal discovery is the process of learning cause-and-effect relationships between variables in a
given system. This learning is sometimes the final goal of the data scientist or a necessary step
towards a more refined qualitative causal understanding of the underlying system [1, 2]. The learning

process typically leverages constraints found in the data to infer the corresponding causal diagram.

In practice, it is common that the data constraints do not uniquely identify the true, generative
diagram. Therefore, the target of analysis is often an equivalence class (EC) of causal diagrams that
encodes the constraints found in the data; as implied by the underlying unknown causal system.

Equivalence Classes An EC encodes invariances in the form of graphical constraints, and thus is
used to represent the collection of causal diagrams that imply the corresponding invariances. Formal
characterizations of ECs are fundamental for understanding the output of a learning algorithm and
how it relates to the true, underlying causal system that the scientist aims to explain.
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Figure 1: Example selection diagrams (a,d) and their respective augmented graphs (b,e). The top
row corresponds to intervention set W = ({}1 {}2,{X}!) and the bottom row corresponds to
intervention set ¥ = ({}1,{}2,{Z}"). The resulting EC learned from the MD-FCI algorithm (c,f)
assuming the interventions are all known-target K = [1, 1, 1].

ECs are defined with respect to distributional invariances that are implied by the structure of
the graph. For example, under the Markov property, conditional independences (CI) can be read
off through the d-separation criterion from the causal graph [1]. CI relations can be discovered in
principle from observational data. With interventional data, conditional invariances between pairs of
distributions can be mapped to augmented d-separation statements over surgically modified causal
graph [3].

An early example of an EC when only observational data is available in a single domain is
the Markov equivalence class (MEC). The MEC characterizes the set of causal diagrams with the
same conditional independences over the observed variables [2, 1—(]. Given interventional (i.e.
experimental) data, naturally, one can reduce the size of the equivalence class [3, 7]. There are EC
characterizations for the case of known intervention targets, which fall under the rubric of Z-MEC |3,

, 9] and in the case of unknown targets, it is called the U-MEC [7].

Interventions vs Domains One important observation to our learning problem is that prior works
have treated the concepts of interventions and domain-changes interchangeably [10-14]. However,
various examples across scientific disciplines in the real world aim to leverage observational and
interventional data across different domains (see last row of Table 1). Thus, we highlight their
distinction and study its intricacies in depth in this paper. Consider Figure 1(d) for an illustration of
this case when considering the extrapolation of experimental conclusions from bonobos to humans.
Notably, humans and bonobos are known to have different kidney function, which is graphically
represented by a special, (S) squared node pointing to X [15]. When applying a CRISPR intervention
to a gene linked to kidney protein production (X), researchers investigate the impact of medication
(Y) on fluid balance in the body (Z). This intervention is explicitly different from the kidney-
function differences between bonobos and humans because the change-in-domain is there regardless
of whether or not an intervention is made. This differentiation between interventions and domains
holds significance, and will have implications for causal discovery and the characterization of the
corresponding EC. By leveraging invariances across observational and interventional data from both
bonobos and humans, one can learn additional causal relationships, as it will become clearer later
on. Omne can also learn the commonalities and disparities between the different domains. In this
case, this can lead to an improved qualitative understanding about humans and bonobos and how
they relate. Moreover, conflating these qualitatively distinct settings of interventions and domains is
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Interv.

Domain Obs. X Property FCI-variant Related Lit.

1 v X X Markov [20] [2, 21-25] [26, 27]

1 v VA I-Markov [3, 28] [3, 8, 28] [26, 29]

1 v x v U-Markov [7] [7, 13, 30] [29, 31, 32]

k v x x  U-Markov (Thm. 13) [7] (Cor. 51) [33-38]

k v v v MD-Markov (Thm. 8) MD-FCI (Thm. 18) [26, 27, 29, 31, 33-43]

Table 1: Summary of Markov property results, and related algorithms that learn the ancestral graph
based on number of domains and types of interventional (interv.) data provided such as observational
(obs.), and known (K) and unknown (i) targets. The last column indicates a brief survey of different
fields in ecology, economics, genomics, neurosciences, neurology and medicine that attempt to answer
questions at each level. The rows highlighted in "red" are new concepts.

generally invalid, as pointed out in transportability analysis [16]. Pearl and Bareinboim introduced
formal semantics for S-nodes (environments), providing a unified representation in the form they
called a selection diagram [17-19].

Structure Learning We investigate structure learning when mixtures of observational and inter-
ventional data (known and unknown targets) across multiple domains are available. The multi-domain
setting has been analyzed from the lens of selection diagrams, where selection nodes (or S-nodes)
encode distributional changes in the mechanisms or exogenous variables due to a change in domain
[17, 44, 45]. We will introduce in this paper a characterization of the EC for selection diagrams.
Generalizing the structure learning setting to multiple domains requires a formal treatment and
represents a common scenario found in the sciences [26, 27, 29, 32, 34-36, 38, 4042, 46, 47]; see Table
1 for an example of different settings and related literature. For example, in single-cell sequencing
analysis, scientists are interested in analyzing the causal effects of proteins on one another. However,
they may typically collect observational and/or experimental data from multiple labs (domains) and
wish to combine them into one dataset. Also, scientists may collect observational and experimental
data over multiple species in order to learn more about one specific species, or the relationships

among them [32, 41, 48].
The FCI algorithm and its variants learn a partial ancestral graph (PAG), an MEC of causal
diagrams given purely observational data in a single domain [1, 2, 23]. The Z-FCI (with known

targets) and WU-FCI (with unknown targets) generalize these results to interventional data, and
further reduce the size of the EC to an Z-PAG and U-PAG, respectively [3, 7]. However, these
algorithms operate with data from a single domain, and do not account for combining known /unknown
interventional targets across distinct domains.

Various approaches have been proposed throughout the literature for causal discovery from
multiple domains. They impose various assumptions on the data generating process. For instance,
the works in [10, 13, 49-53] assume Markovianity, a functional model (e.g. linearity) holds, and/or
do not take into account arbitrary combinations of observational and interventional data with known
and unknown targets. Alternatively, a method known as JCI pools data together and performs
learning on the combined dataset [14]. However, it has been shown that the pooling of data is an
incomplete procedure when considering interventional data within a single domain, which also leads
to an incomplete characterization in the multi-domain setting (for details, see [7, Appendix D.2]).

Proposed Work In this paper, we take a principled approach to the multi-domain structure
learning problem and formally characterize MD-PAGs, the object of learning that is expressive
and capable of encoding constraints across both domains and interventional regimes. This paper
extends our previous work in [54] and advances the characterization and learning algorithm in various
directions. We graphically characterize general multi-domain invariances and provide a general
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Interv.

Algorithm Graphical UC 77"  Nonparametric General Multi Domain
Characterization K U

Single-Distribution

[6, PCL[L, p. IC| v x x x v x
[2, FCI], [1, IC™] v v X x v x
Multi-Distribution

[7, I-FCT] v v v X v X
[3, U-FCI] v v be v v X
[28, IGSP] v X v X b X
[13, 50, ICP] X x  V/x V/x v x
[14, JCI] v /x v o V/x Vx v X
[11, 12, 51, NSC] X x  V/x V/x v X
[52, MDLS] X x  V/x V/x X x
This work v v v v v v

Table 2: Comparison of proposed algorithms that may be used in a multi-domain setting
- Various algorithms exist in the literature concerning multi-domain, or interventional distributions.
We summarize: i) whether a graphical characterization exists, ii) do they account for unobserved
confounding (UC), iii) can the methods handle known-target (), or unknown-target ({/) interventions,
iv) is the method nonparametric and v) does the method handle the MD in the general setting (i.e.
not make the MDIX assumption)? The table is sectioned into methods that handle single-distribution,
or multiple distributions.

structure learning algorithm compared to existing work (see Table 2 1). We provide a characterization
and learning algorithm when observations are not present in all domains and when interventions may
have the same mechanisms across domains. Specifically, we contribute the following;:

1. Multi-Domain Markov (MD-Markov) Property - We introduce the MD-Markov property
(Def. 3), which extends and generalizes the observational Markov, Z-Markov, and ¥-Markov
properties to the setting of multiple domains with arbitrary mixtures of observational and/or
interventional data with known and unknown targets. We provide a complete graphical
characterization (Thm. 8), that enables i) an efficient representation of the distributional
invariances in the data and ii) the ability to translate these data-invariances to graphical
constraints (e.g. d-separation).

2. Learning algorithm - We develop a sound algorithm, MD-FCI (Thm. 18), for learning an
equivalence class of selection diagrams with observational and/or interventional data across
different domains. Moreover, our algorithm is provably more informative than any of its
FCI-variant predecessors. 2

1.1 Preliminaries and Notation

In this section, we introduce the notation and background used throughout the manuscript. Uppercase
letters (X) represent random variables, lowercase letters (z) signify assignments, and bold ones (X)
indicate sets. The CI relation X being independent of Y given Z is denoted as X Ll Y|Z. The
d-separation (or m-separation) of X from Y given Z in graph G is expressed as (X 1L Y|Z)¢.
G~ depicts G with incoming edges to X removed, while Gx omits all edges outgoing from X.
Superscripts and subscripts will be dropped where feasible to simplify notation.

1. There are many methods in single-domain methods [23, 55-58] and this list is incomprehensive.
2. Our algorithm is implemented in open-source MIT-Licensed https://github.com/py-why/dodiscover.
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STRUCTURAL CAUSAL MODELS

We use Structural Causal Models (SCMs) [1] as our basic semantical framework. A SCM is a 4-tuple
(U, V,F, P(u)), where 1) U is a set of exogenous (latent) variables, 2) V is a set of endogenous
(observed) variables, 3) F is a set of functions that determine the values of endogenous variables (i.e.
v+ fy(pay,uy) is a function with pa,, C V\ {V} and Uy C U and 4) P(u) is a joint distribution
over exogenous variables, U.

Each SCM induces a causal diagram, GG, where every variable V € V is a vertex and directed edges
in G correspond to functional relationships specified by F and bidirected edges represent common
exogenous variables between two vertices [59]. Within the structural semantics, an intervention
by setting X = z is represented with the do-operator, which encodes the operation of replacing
the original functions of X (i.e. fx(pay,ux)) by the constant x and then induces a submodel M,
and corresponding interventional distribution P(v|do(x)). When considering a collection of SCMs,
another related graphical object known as the selection diagram is used.

Definition 1 (Selection Diagrams adapted from [19]) Let M = (M*' M2 ... M") be a col-
lection of SCMs relative to the N domains (IT', 112, ..., TIV), sharing a causal diagram G. M is said
to induce a selection diagram Gg, if Gs is constructed as follows: every edge in G is also an edge
in Gs; Gs contains an extra node S“ and corresponding edge S;” — Vi, whenever there exists a

discrepancy fi # f,z, or PY(Uy) # P(Uy) between M* and M7. [ |

Selection diagrams are causal graphs imbued with extra selection "S-nodes". Selection diagrams
are induced from tuples of SCMs rather than a single one, since they represent different underlying
SCMs. Here, S-nodes can be differentiated with a subscript indicating which variable one is pointing
to. For example, S, — Vj, denotes another S-node for domain pair II*, II. All S-nodes for a domain
pair, IT*, I are part of the set S%/. A single S-node only points to at most one variable 3.

CAUSAL BAYESIAN NETWORK (CBN)

Let P(V) be a probability distribution over a set of variables V, and Py (V) denote the distribution
resulting from the hard intervention do(X = x), which sets X C V to constants x. Let P* denote
the set of all interventional distributions Py (V), for all X C V, including P(V). A directed acyclic
graph (DAG) over V is said to be a causal Bayesian network compatible with P* if and only if, for
all X €V, Px(v) = [Ij;jv,gxy P(vilpay), for all v consistent with x, and where Pa; is the set of
parents of V; [1]. Given that a subset of the variables are unmeasured or latent, G = (VUL,E) is a
mixed-edge graph representing the causal graph where V and L denote the measured and latent
variables, respectively, and E denotes the edges. Following the convention in [1], for simplicity, a
dashed bi-directed edge is used instead of the corresponding latent variables. CI relations can be
read from the graph using a graphical criterion known as d-separation® [60].

ANCESTRAL GRAPHS

A mixed graph can contain directed and bi-directed edges. A is a child of B if B — A and is denoted
A € Ch(B). A is an ancestor of B if there is a directed path from A to B, denoted A € Anc(B). A
is a spouse of B if A <> B is present. If A is both a spouse and an ancestor of B, this creates an
almost directed cycle. A mixed graph is ancestral if it does not contain directed or almost directed
cycles. It is maximal if there is no inducing path (relative to the empty set) between any two
non-adjacent nodes. An inducing path relative to L is a path on which every non-endpoint node
X ¢ L is a collider on the path (i.e., both edges incident to the node are into it) and every collider is
an ancestor of an endpoint of the path. A Maximal Ancestral Graph (MAG) is a graph that is both

3. In the EC representation of selection diagrams, S-nodes may point to more than one variable, which does not
change the meaning, but is simply for convenience.
4. A generalization of d-separation is known as "m-separation", which we will use interchangably in this paper.
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ancestral and maximal [61]. Given a causal graph G = (V UL, E), a unique MAG Mg over V can
be constructed such that both the independence and the ancestral relations among V are retained;
see, [61]. Ancestral graphs, such as MAGs represent a Markov equivalence class (MEC) of a DAG, G.
PAGs represent the unique MEC of a MAG. Therefore, a DAG maps to a unique PAG, representing
the MEC of the conditional independence statements. However, a PAG represents a class of different
DAGs that encode the same conditional independence statements.

SOFT INTERVENTIONS

Under this type of interventions, the original conditional distributions of the intervened variables
X are replaced with new ones, without completely severing the effect of the corresponding parents.
Accordingly, the interventional distribution Px(v) for X C V is such that Px(X;|Pa;) # P(X;|Pa;),
VX; € X, and factorizes as follows:

Px(v)=% [l P@lpa) [[ P(t;lpay) (1)

L {i|X;eX} {1 T; X}

In this work, we assume no selection bias and solely consider soft interventions. In the presence of
multiple domains, a selection diagram captures commonalities and disparities between domains [17,
, 59]. Represented as Gs = (VUL US,E U Eg), it extends a causal diagram by incorporating
S-nodes and their edges. (g] ) S-nodes, S%7, indicate distribution changes across pairs among N
domains, by pointing to nodes in V whose mechanism, or the exogenous variables affecting V are
altered between domains i and j. An example is shown in Figure 1(a), where the S-node is pointing
to X, indicating that the distribution of X changes, or that of the distribution of latent variable of X
is different across the two domains.

Similarly, "F-nodes" are auxiliary nodes used in [1, 3, 62-64] to represent invariances with respect
to interventions within the same domain. We can use F-nodes, such as F'y’ to capture the invariances
between a pair of distributions from domain i and j, such that their symmetric difference is X (to
be defined rigorously in Def. 2). For example, Fy’ can be used to capture the invariances between
P)"(’ 5 and P%. Similarly, F% can be used to capture the invariances for a pair of distributions arising
from a single domain i. For example, Figure 1(b; top row) shows F!'2, representing invariances
between the observational distribution, {}2, in domain IT? against the interventional distribution,
{X}! in domain IT!, while Figure 1(b; bottom row) shows F}2 representing invariances between
the observational distribution, {}?, in domain I1? against the interventional distribution, {Z}! in
domain IT!. Unlike interventions, the change from domain I’ to domain IV (i.e. also known as
domain-shift) potentially alter latent variable distributions or functional relationships and persist
irrespective of whether or not external intervention occurs. Distinguishing these concepts enables
learning what is invariant across domains (rather than just across certain pairs of distributions), vital
for transportability analysis [17].

Capturing the intricacies of multiple distributions, interventions, and domains results in a non-
trivial notation. To gently introduce the notation that is required, the following section highlights
common elements required to discuss the general multi-domain setting.

MULTI-DOMAIN SETUP

The following objects are utilized throughout the paper, and are summarized here, building from the
notation in [7, 54] and the transportability literature [19].

1. Domains: IT = {II*, TI2,...,1IV} denotes a set of N domains, where N is finite.
e For example, consider three domains IT = {II}, 112, TI*} denoting humans, bonobos, and mice.

2. Distributions: P! = (P}, P}..., PI}) is an ordered tuple of probability distributions. Denote P?
as the distributions associated with domain i. There is a one-to-one correspondence between P
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(we drop the superscript IT unless necessary) and ¥, such that Pj is the distribution associated
with targets ¥’ in domain IT".

e For example, consider the three domains: humans (II'), bonobos (I1?), and mice (II?). One
may passively observe as well as experiment within each domain, evoking distributions
P = (P!, P}, P; P}, P3). Here, P!, PE, P} corresponds to observations in humans (IT'),
bonobos (I1?), and mice (IT?), respectively, and PZ, P§ corresponds to experiments on bonobos
(I12), and mice (II3).

3. Interventional targets: W' = (U} Wl . W) is an ordered tuple of sets of intervention targets,
with different sets of intervention targets occurring within each of the N domains for a total of M
intervention target sets. We will denote W' as the intervention targets associated with domain i.

e Interventional targets are matched one-to-one with distributions. Considering the previous
example, intervention targets ¥ = (01, U? W2 W3 W3) correspond to P. ¥l = {}1, ¥? =
{}2, 93 = {}3, corresponding to observations in humans, bonobos and mice, respectively.
W2, U3 here correspond to sets of intervention-targets; for example, they could be on certain
genes. By explicitly intervening in these domains by performing a gene-knockout experiment,
the corresponding distributions P37, Py are obtained.

4. Known target indices: K is a vector of binary variables indicating which sets of interventions are
known-targets, where 1 indicates the target is known and 0 that the target is unknown. U :=1—K
represents therefore an index vector selecting the distributions and interventions with unknown
targets. Px and Wi denotes the set of distributions and intervention targets corresponding to
the known target interventions.

e For example, we may consider the vector K = [1, 1,0, 1, 1] corresponding to the distributions
P and intervention targets ¥ in the previous examples. Here, all observational distributions
are "known-target" by convention. The interventional distribution in bonobos P3 induced by
intervention-targets on certain genes \1/3 correspond to an unknown-target meaning one does
not know that the specific gene W% was explicitly intervened. The interventional distribution
on mice P§ induced by intervention-targets on the set of genes W3 correspond to a known-
target. This means one knows that PJ was generated due to an intervention on the set of
genes W3. Whenever knowledge of this sort is unavailable, K = [0,0, ..., 0], which means that
all targets are unknown.

5. Causal diagram: G = (VUL,E), is a shared diagram over the N domains.

e For example, a scientist might posit the following causal diagram describing how certain
gene expression (X), kidney function (Y), and drug-metabolism (Z) are related: G = (X —
Y + Z; X +Y). This means gene expression may cause drug-metabolism mediated by the
kidney. Moreover, there is possibly a latent confounder that affects both gene expression and
kidney function. In practice, a possible confounder in this instance could be diet, or sleep.

6. Selection diagram: Gg = (VULUS,E U Eg), extends G with the corresponding S-nodes and
their edges to represent each pair of domains. Let Vg:; denote the set of nodes that S-node S%7
points to and Vg as the set of children for all S-nodes of Gg.

e A selection diagram relating gene expression (X), kidney function (Y), and drug-metabolism
(Z), while also capturing differences across humans (IT') and bonobos (II?) could be posited
by a scientist. For example, consider Figure 1(a), where now a S-node S*? — X indicates
that the mechanism for gene expression is possibly different across the two species, while all
other mechanisms are invariant across species. This is true regardless of whether the scientist
performs a gene-knockout experiment, or passively sequence the genome.
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X' denotes the set of variables X in the ith domain IT?, and X; € X indicates the jth variable
within X. When discussing intervention targets, X;’(k) refers to the jth variable with the kth

mechanism change in domain IT*. For instance, X*(*), X% represent two interventions with distinct
mechanisms (k and 1) on variable X in domain IT*. {}* € W explicitly denotes the observational
distribution (empty intervention) for domain II* and is by convention here a "known-target" (more
discussion on this assumption later).

Let S = {S™2, 813 ..., SN=1:N} represent S-nodes for distribution changes across all domain pairs.
When i = j, S = (), indicating there is no S-node. Each S-node is connected to exactly one variable
when added, and thus S;” indicates the S-node for domains II*,II/ pointing to variable V}, € V. We
will typically drop the superscript, and subscript when possible to simplify notation.

We further illustrate the interplay between selection diagrams and multi-domain distributions
and interventions in the following example.

Example 1 (Selection Diagram and Multi-domain Distributions) Consider Figure 1(a), which
is a selection diagram Gg over two domains, IL = {II',11?}. The S-node points to X indicating that
there is a possible difference in mechanism between domain 1 to 2. Let the tuple of distributions
P = (P}, P§, P?) be the result of the corresponding intervention sets W = ({}1 { X} {}?) with
known-target indices K = [1,0,1].

The S-node, S*? — X implies a change in mechanism and corresponds to the lack of an invariance;
i.e. PHX)# PYX). [ |

Given this introduction of the multi-domain notation, an example of the proposed output of
the new algorithm (MD-FCI) is shown in Figure 1(c). This model class represents an EC of the
ground-truth selection diagrams given data from the intervention sets ¥ = ({}! {}2 {X}!) and
O = ({}', {}2,{Z}") for the top and bottom row respectively. We observe from the top row of
Figure 1 (a-c) that it is possible to orient all possible edges. In the bottom row of the Figure, full
orientation is not achieved and the circular endpoint in the arrow indicates an uncertainty such that
there is a selection diagram within the EC where the endpoint is either a tail or an arrowhead. This
work will characterize what is learnable given the selection diagram, and tuple of distributions arising
from arbitrary sets of interventions from multiple domains.

1.1.1 ORGANIZATION

Table 3 provides a summary of the notation in terms of the distributions. Each domain IT =

{IT', 112, ..., IV} may contain observational and interventional distributions. Based on our interpre-

tation, the first row and column are considered exchangeable in the existing literature, under what

we call the multi-domain intervention exchangeability assumption (MDIX) [3, 7, 10, 11, 14, 28, 50,
, 53],

In this paper, we develop a general framework that includes a formal characterization of the EC
and a learning algorithm for data arising from multiple domains. In Section 2, we introduce and
define the MD-Markov property to establish a mapping from graphical conditions to distributional
invariances. We prove a graphical characterization, and define the MD Markov EC. In Section 3,
we discuss characterization and a learning algorithm in the simplified Markovian setting, where one
assumes unobserved confounding is absent. In Section 4, we discuss characterization and a learning
algorithm in the general non-Markovian setting, where there may be unobserved confounding. We
demonstrate a duality between single-domain interventions and multi-domain observations in this
setting, and introduce the MDIX assumption. In addition, we introduce in Alg. 2 the so-called
MD-FCI causal discovery algorithm for learning an EC of selection diagrams. Finally, in Section 5,
we elaborate on how the MD-Markov and MD-FCT algorithm improves upon previous work [11, 13,

, 51].
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Domain | Observational Interventional
Ig PLV) | PL(V) | PL(V) | PL, (V)
IT? P (V) P2(V) | P2(V) | P} ,.(V)

{

v PN(V) PY (V) | P, (V)

{}
Table 3: Possible distributions observed in the Multi-domain setup - Each domain
IT = {I1},112,...,11"} may contain observational and interventional distributions. Based on our
interpretation, the first row and column are studied in the existing literature under the lens of the
multi-domain intervention exchangeability assumption (MDIX) [3, 7, 10, L1, 14, 28, 50, 52, 53].
Section 4.1 demonstrates an equivalence between the two settings of multi-domain observational
and single-domain interventional. This paper discusses a more general setting when additional
distributions are available in multiple-domains (i.e. including the cells highlighted in ).

2 Multi-domain Markov Equivalence Class

The first step to understand and design the behavior of a learning agent is to obtain a characterization
of what can be learned from a given data collection. This section explores ECs in a multi-domain
setting with arbitrary mixtures of observational and interventional data.

We will start with the following assumptions.

Assumption Al (Shared causal structure) Assume that each environment shares the same
causal diagram. That is, the S-nodes do not change the underlying structure of the causal diagram. B

This means that, in our context, the S-nodes will not represent structural changes such as when
V; has a different parent set across domains. This is reflected in Def. 1 °.

Assumption A2 (Soft interventions without altering the causal structure) Assume that in-
terventions do not alter the causal diagram. That is for each intervention set in the tuple of
interventions I € W, the intervention does not remove, or add any edges to the graph. ||

This assumption precludes any interventions that modify the graphical structure of the causal
diagram. For instance, hard interventions cut all incoming edges for a specific node. As such, hard
interventions are not considered in this work. In addition, more general interventions, that may add
edges, or remove some edges are also not considered. Section 5.3 discusses the nuances of modeling
hard versus soft interventions.

Assumption A3 (Distinct interventions across domains) Assume that interventions over the
same variable in various domains possess distinct mechanisms. For instance, if X™) € ¥ and
X e Wi where i # j, then m # n. Simply put, X operates under different mechanisms in the
distributions Pgi: and Pg;. |

This assumption states that whenever two interventions on the same set of variables occur
in different domains, they occur with different mechanisms. This is a realistic assumption that
precludes the possibility that any interventions that occur in different domains result in the same

5. The assumption that there are no structural changes between domains can be relaxed and is considered in the
context of inference, as discussed in [17]. This is an interesting topic for future explorations, and we do not consider
this avenue here in the context of structure learning.
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exact mechanism. For example, even if medication ¥ = ({X}!,{X}?) is given to humans II' and
bonobos 12, it is not unusual to expect the intervention has different mechanisms of action in each
domain; {X}' and {X}? occur with distinct mechanisms {X(}! and {X()}? respectively where the
mechanisms are different i # j. The superscript denoting the mechanism is dropped for simplicity
given this assumption.

Next, we define an important operation when comparing two different intervention sets.

Definition 2 (Symmetrical Difference Operator (A) in Multiple Domains) For two domains
IT', II7 (possibly i = j), given two sets of intervention targets, Ui and \I/j,_let VAW denote the
symmetrical difference set such that X € W'AWI if XK) € Ul and X ) & Wi or vice versa. |

This operation identifies the set of variables with unique interventional mechanisms across two
intervention targets and also tracks the domain indices. For example, given two interventions sets,
Tl = {XxO y® 2O} and ¥} = {X@ YW} then WIAW! = {X, Z}12. By convention, we
drop the mechanism superscript if there is no distinction to be made. In addition, an implication of
the above definition and Assumption A3 is that the symmetrical difference of two intervention target
sets from two different domains is the union of all the variables in both sets since the mechanisms is
always unique. For example, one can consider the intervention set from domain IT!, ¥! = { XY, Z}1,
and an intervention set from domain 112, ¥2? = {X,Y}2. Then, P'AW®? = {X Y, Z}1? because the
mechanisms for X, Y in ¥! and ¥?2 are distinct.

2.1 Multi-distributional invariances: interventions and change-of-domain

This section elaborates on distributional invariances in a multi-domain setting. Starting from an SCM
M, three qualitatively different sets of distributions arise as illustrated in Figure 2. These distributions
are related to the human concepts of "seeing" (called observational), "doing" (interventional), and
"imagining" (counter-factual), collectively known as Pearl’s Causal Hierarchy (PCH), or the Ladder of
Causation [22, 59]. The PCH is a containment hierarchy in which each of these distribution sets can
be increasingly refined, going from observational distributions in layer 1 (£1), interventional in layer
2 (L3), and counterfactual in layer 3 (L£3). In causal discovery tasks, we observe relevant distributions
within each layer P, P’ 6. In addition to the PCH and its relevant distributions, each SCM also
induces a causal diagram, which captures the causal and unobserved confounding relationships
between variables. Formally, this data structure (causal diagram) encodes the constraints discussed
above in an economical fashion. There are three types of constraints, which we discuss below.

Type 1. Single-domain and single-distribution invariances When given only observational
data in domain II’, Pf,, invariances in the form of conditional independences (CI) arise from the SCM;
P(Y|X,Z) = P(Y|Z). This considers only one probability distribution, P(V) — whether the value of
Y is probabilistically invariant to X once the value of Z is known [2, 6, 22, (66]. The CI statements
can be observed within a single distribution corresponding to any single cell in Table 3. Importantly,
CI type invariances are reserved to a single-distribution and hence a single-domain. A collection of
such CI statements exist in the standard Markov EC characterization, as shown in the left-bottom
side in Figure 2 denoted as CI' (in green). These invariances, or CI statements can be mapped to
separation statements in a graphical model, and where some CI holds, the connection (directed and
bidirected arrows) between Y and X are removed. The resulting object forms a Markov EC, known as
the partial ancestral graph (PAG), where the CI and separation statements are consistent, represents
the EC when only observational data is given within a single domain. The FCI algorithm leverages
these CI invariances to learn the PAG given observational data Pf} within domain IT%.

6. The exception is L3, since counterfactuals are mostly unobserved [65]. Thus causal discovery tasks typically deal
with £1 and Lo data.
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Figure 2: Overview of how distributional constraints arise from SCMs - The true, but
unobserved SCMs M¢, M7 give rise to Pearl’s Causal Hierarchy (PCH), or Ladder of Causation.
Each layer of the PCH gives rise to distributions P?, P/ that may be used for causal discovery
(counterfactuals are not observed and thus one typically cannot collect data from £3). From these
distributions, different invariances can be seen. In a single distribution, invariances of conditional
independences (CI%, CI7) can be seen. Within a single SCM, different distributions may be compared
giving rise to single-domain invariance constraints (IC% IC7). Across different SCMs, different
distributions may be compared giving rise to multi-domain invariance constraints (1C*7).

Type 2. Single-domain and multi-distribution invariances Other invariances arise when
considering interventional data from L,. For example, in SCM M? of Figure 2, data arising from
interventional distributions on X (P%), Y (P}), X and W simultaneously (P y ) can be collected.
In domain IT?, one can compare the different distributions to derived invariance constraints (IC* for
short), which are shown as the bucket in the bottom of Figure 2 (in blue). These correspond to
comparing distributions across a single row in Table 3 (not across rows). For example, comparing
observations and an intervention on X arising from the SCM M?, one may observe that Y is invariant
between these two distributions (i.e. Pf} (Y) = P4(Y)). This IC results in learning that X4Y in
the resulting graphical model. In addition, one may compare what happens when we condition on
X and observe the IC P (Y|X) = Py, (Y]X), as is elaborated below. This IC results in learning
that also X¢Y. These are remarkably very different types of invariances. Other ICs may arise
due to the structure in the SCM M by plugging in different variables and comparing different
distributions. In words, these are different probability distributions that remain invariant under
different interventions 7. These ICs are related to missing directed and bidirected arrows resulting
in separation statements in a graphical model. However, this graphical model is not the same as
specified in the single-domain single-distributional setting. The causal graph is modified as a function
of the variables in the conditioning set and intervention. The works in [3, 7, 8, 28] build upon the
Markov EC to characterize these types of ICs in an object called the interventional Markov EC.
Importantly, these invariances are markedly different from that of the CI statements, where only a

7. For a more detailed discussion, see discussion on CBNs in [59]

11
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single distribution is present, because one is now comparing probabilities across different distributions
8

(regimes) ©.
Type 3. Multiple-domains and multi-distribution invariances Similar invariances (CIs and
ICs) in domain II7 may also be observed by when considering another domain, represented by the
SCM M7. However, when considering distributions across the two SCMs M?, M7 corresponding
to two different domains II?, TI7, different invariances arise that characterize the similarities and
disparities between the two SCMs. The IC described now leverage comparisons across any two cells
in Table 3, where any two distributions arising from different domains can be compared. For example,
one may compare the observational distributions in both domains to obtain an IC P{i}(Y) = P{J} (Y).

This implies that there is no S-node pointing to Y, S/ /4 Y. Another example of an invariance is
one may compare the intervention on X in domain IT¢, ¥* = { X}’ with the intervention on X in
domain II7, ¥ = {X}J. If one observes that the distribution of Y is invariant between these two
distributions P%(Y) = P4 (Y), then one is able to also discern that X +4 Y and S*/ 4 Y in some
graphical model. Critically, since Y is not intervened in either distribution, one can reason that Y
has the same mechanism within both domains ?. Again, there may be other invariance constraints
(IC%7) that can be observed by comparing any pair of distributions between the two domains.
This discussion illustrates the differences between domain and interventions from first principles
derived from the SCMs. These constraints generalizes the single-domain setting and considers as an
input a set of distributions from (possibly) different domains to characterize a more general type
of "Markov" condition '°. Consider distributional invariances of the form Py, (Y |X) = Py (Y|X)
such that distributions could stem from different domains (i # j). Such an invariance implies that
the conditional distribution of Y|X remains the same across domains ¢ and j under interventions
on W and K, respectively. Whenever i = j, the invariances reduce to the ones considered in the
interventional Markov EC. From a syntactic perspective, it is immediate to see that multi-domain
invariances generalize the single-domain invariances analyzed in observational and interventional data.
Building on the concepts of invariances, we introduce in the next section the general MD-Markov
property that contracts CI and IC statements to separation statements within a graphical model.

2.2 MD-Markov Property

We start by introducing the multi-domain Markov property and explain it below.

Definition 3 (MD-Markov Property) Given the Multi-domain setup, the tuple of distributions
P satisfies the MD-Markov property with respect to the pair (Gg, ¥) if the following two conditions
holds for any disjoint Y, W,Z CV:

1. (Conditional) independences: For any intervention set, ‘Il; e w:

Pi(ylw,z) = Pi(ylw) if (Y LL Z|W)cy

2. (Conditional) distributional invariance: For any pairs of intervention sets, We | \Il{ ew:
Pi(yiw) = P(ylw) if (Y LLKUSH W\Wia,,

where K = lIlinA\Il{, Wk =WnNK,R=K\Wk and R(W) C R are non-ancestors of W in
Gs.

8. Note that when conditional independence is found, which is a layer 1-type of invariance, both directed and
bidirected arrows should be removed. On the other hand, the invariances involving constraints from layers 1
and 2 are more fine-grained, capable of detecting the absence of individual arrows, whether they are directed or
bidirected.

9. This is a crucial point that underlies the transportabiliy and external validity literature, allowing scientists to
make out-of-domain generalizations [67].

10. We use the term Markov here to indicate graphical conditions that imply invariances within the probability
distributions.

12
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Let SBH(Ggs, W) denote the set of distribution tuples that satisfy the MD-Markov property with
respect to (Gg, W) where IC denotes the known intervention targets. [ |

The MD-Markov property is related to the inverse of the causal calculus, known as o-calculus
[63] when considering soft interventions that do not alter the causal structure. For instance, the
inverse of R1 of the calculus gives condition 1 in the MD-Markov property. The inverse of R2
and R3 of the calculus gives condition 2 in the MD-Markov property. Given Assumption A2, the
MD-Markov property only models soft interventions that do not alter the graphical structure. Note
though that condition 2 of the MD-Markov property involves cutting incoming and outgoing edges of
certain nodes. These modifications of the graphical model are not due to the intervention actually
modifying the structure, but are a tool for querying a submodel of the SCM (i.e. where certain edges
are modified) to determine if separation statement holds in the modified graph G Svw . ROV)" The

interventions themselves do not change the graphical structure. Thus, we see that the MD-Markov
property definition does not contradict Assumption A2.
For example, G Sw.. ROV) cuts the outgoing edges of the set Wk and the incoming edges for the
Wi
?

set R(W). The MD-Markov property will modify G5 given different tests of the form P} (Y |W)
Pi.,(Y|W). Depending on the interventions compared (K, K’), the conditioning set W C V, and
the domains, the resulting condition 2 will check different submodels. Specifically, sets Wy and
R(W) will contain different variables, and in the context of comparing distributions occurring in
different domains IT%, 117, one would also check separation with respect to the corresponding S-node
S%J. In summary, condition 2 of the MD-Markov property will query various submodels of the SCM
(represented by the modifications of certain edges) to determine if IC constraints are present when
comparing soft interventions that do not change the underlying causal structure.

A valid question at this point is how can we characterize all kinds of interventions, and specifically
hard interventions through the lens of do-calculus [1]? Characterizing hard interventions in non-
Markovian setting is still an open research problem, and we discuss some of its nuances in Section
5.3. In this paper, all interventions are soft and do not alter the causal structure.

Next, we illustrate several examples about this property. In particular, we will illustrate the
connection to a particular version of the o-calculus that preserves the graphical structure. The inverse
of each of rules map to the missingness of edges between two variables. When dealing with multiple
domains, invariances implied by the do-calculus rules are related to the missingness of an S-node.
First, let us consider the MD-Markov property in the single-domain setting with a few examples.

Notationally, we will say that V; /4 V; means there is no directed edge between V; and Vj.
Similarly, V; ¢ V; will indicate there is no bidirected edge between V; and Vj.

2.2.1 SINGLE-DOMAIN MD-MARKOV PROPERTY

Single-distribution invariances First, when there is only a single domain IT = {II'} and a single
distribution, the first constraint reduces to standard separation on a causal diagram, that maps to
CI invariances. Consider the selection diagram in Figure 1(d). The first condition in the MD-Markov
property is related to R1 of the do-calculus rules, where the CI constraint P(Z|Y) = P(Z|Y,X) is
encoded via (Z 1L X|Y)g,. This invariance implies that there is a missing edge between X and Z.
More specifically, X 4 Z, X ¢ Z, and X ¢ Z. Here, the subscripts and superscripts on P were
dropped since this constraint holds within the same intervention set and same domain.

Multi-distribution invariances Next, consider when there are multiple distributions from the
same domain to consider.

The second condition in the MD-Markov property in a single domain considers two interventional
distributions P!, and P}, corresponding to intervention sets W’ and W!, respectively, within domain
II*. Based on the intervention sets compared and the conditioning set, the graph will get surgically
modified according to the second condition of Def. 3.

13
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The first example compares an intervention with an observation (in this case the empty intervention
set). We will illustrate the interplay between the symmetric difference among the intervention sets
(in red), the outgoing edges that are cut (in ), and the incoming edges that are cut (in blue).

Example 2 (R3; do-do) Consider again the selection diagram in Figure 1(d) (shown below for

2

convenience), the tuple of intervention sets W = (@1, Wy) = ({},{Y}), and the test P;y(X) =
Py (X). In words, we are interested in testing the invariance of the distribution P(X) between
these two intervention sets. The domain index superscripts were dropped since we consider only
distributions arising from the same domain. In this case, we construct the sets described in the second
condition of the MD-Markov property:

K =0,AV, ={Y} (Symmetric difference of interventions)
W ={} (Conditioning set)

(Overlap of interventions and conditioning set)
R=K\Wg ={Y} (What is intervened, but not conditioned)
R(W) = R\Anc(W) ={Y} (Not an ancestor of W)

gh.2

P (X) = Py(X) since (X 1L Y)g.. holds. This IC implies there is a missing directed edge
between Y and X (Y /4 X ). This is because if there was an edge between the intervened variable

(Y) and X, then the invariance would not hold since the effect of the intervention would cause some
change in the distribution. |

The resulting invariance property is related to R3 of the o-calculus [63]. The missing edge
arises because one compares an intervention on Y vs the empty intervention set (i.e. observational
distribution). R3 allows one to infer the lack of causal relations between variables, and consequently,
directed edges in the causal graph. Next, consider the various examples illustrating the application
of R2, where we compare an intervention to when we condition on the intervened variable.

Example 3 (R2; do-see) Consider the same selection diagram, the tuple of intervention sets

W = (U, ¥y) = ({},{Y}), and the test Py (Z|Y) L Py (Z|Y). In words, we will consider the
distribution P(Z|Y') and test for its invariance across two distributions.

K =U,AT, = {Y}
W ={y}

R=K\Wk = {}
R(W) = R\ Anc(W) = {}
The resulting invariance property is related to R2 of the do-calculus rules, and since (Z 1LY )
holds the invariance equation holds (Py(Z|Y) = Py (Z|Y')). This IC implies that there is no bidirected
edge between Y and Z (Y 5 Z). ]

The implication of R2 allows one to infer the existence of an unblockable back-door path. By
comparing an intervention on Y conditioned on the value of Y, if the IC fails to hold, then there
must be a back-door path that causes the difference in distributions. Alternatively, if Y — Z only,

14
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then as we see in the example, the IC holds. Another example considers comparing two interventions
on the same set of variables with different mechanisms. Remember that as a result of Assumption A3,
comparing two intervention sets with the same variables across different domains will always result
in a different mechanism.

Example 4 (R2; do-see with different mechanisms) Consider the selection diagram in Figure

1(d), the tuple of intervention sets ¥ = (U1, W,) = ({YD} {Y DY), and the test Py (Z|Y) =
Py ) (Z|Y). In words, we will consider the distribution P(Z|Y) and test for its invariance across
two distributions.

K =9,AU, ={Y} 1.2

W= {Y} T
R=K\Wi = () CF— @

R(W) = R\Anc(W) = {}
The resulting invariance property is related to R2 of the do-calculus rules. Py (Z|Y) = Py (Z]Y)
since (Z 1L Y)q, holds. This IC implies that there is no bidirected edge between Y and Z (Y 5 Z).
|

In summary, we see R3 allows one to infer causal relations between variables by comparing
different interventions (do-do), and R2 allows one to infer spurious relations between variables,
and consequently latent variables in the causal diagram. This inference stems from comparing an
intervention on some set of variables versus another where the set of variables is conditioned on
(do-see). Finally, consider the combined R2 + R3 of the do-calculus, where we combine the previous
two concepts.

Example 5 (R2 + R3; do-see and do-do) Consider the selection diagram in Figure 1(a), the

tuple of intervention sets ¥ = (W1, Wy) = ({X},{Y}), and the test Px(Z|Y) L Py (Z|Y). We will
consider the distribution P(Z|Y') and test for its invariance between two distributions.

K =T,AU, = {X,Y}
W ={y}

R= K\Wy = {X}
R(W) = R\Anc(W) = {}
The resulting invariance property leverages both R2+R3 of the do-calculus rules. Px(Z|Y) =
Py (Z|Y) since (Z 1L X,Y)q, holds. This invariance implies that there is no bidirected edge between
Zand Y (Y 4 Z), and X and Y (X & Z). The missing bidirected edge arises because we condition
on X, and compare with an intervention where X is intervened. If a bidirected edge existed between
X and Z, or'Y and Z, then a back-door path would be opened when conditioning on Y . |

In the previous example, note the R(W) set is empty as we do not cut edges for nodes that are
ancestors of W (X in this case is an ancestor of Y). This is because conditioning on a variable that is
a descendant of a collider will open up the collider path.

Example 6 (R2 + R3; with lack of IC due to backdoor path) Consider the selection diagram
in Figure 1(a) with an extra bidirected edge between X and Z, the tuple of intervention sets

U = (P, P,) = {X},{Y}), and the test Px(Z|Y) < Py (Z|Y). We consider the distribution
P(Z|Y) and test for its IC.
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K =U,AU, = {X,Y}
W ={v}

R=K\Wg ={X}
R(W) = R\Anc(W) = {}
Since (ZHX,Y ), holds, then the equality does not necessarily hold (i.e. Px(Z|Y) # Py(Z|Y)).
The inequality implies that there is a backdoor path between Z and Y. |

The above examples demonstrate that the reversal of the do-calculus R2 and R3 from IC comparing
different distributions imply additional constraints on the graphical structure. That is, if some IC
implying do-calculus R2 is observed, then this implies the absence of a backdoor path. If some IC
implying do-calculus R3 is observed, then this implies the absence of a directed path.

2.2.2 MULTI-DOMAIN MD-MARKOV PROPERTY

In multiple domains, the second condition for the MD-Markov property is where one considers two
interventional distributions P?, and P/, corresponding to intervention sets ¥? and ¥/, respectively
within two distinct domains, I1* # TI7. Here the superscripts are retained since we are comparing
different distributions across domains. We illustrate various examples of invariances across domains.

Observational data in both II’ and II/ First, consider the setting where observational data
is in both domains, IT', T12. That is, ¥ = (¥ ¥2) = ({}!,{}?) (see-see across domains). Let us
investigate whether the distribution P(Y) is invariant within ¥1, ¥%.

Example 7 (see-see across domains) Consider the selection diagram in Figure 1(d), the tuple
of intervention sets W' = ({}1,{}?), and the test P{l}(Z|Y) < P{z}(Z|Y), We will determine if the
distribution P(Z|Y') is invariant across two distributions from different domains II* and T12.

K =UAV = {} g2

W ={} T
R=K\Wic = {) CF—C—®

R(W) = R\Anc(W) = {}
Thus PE}(Z|Y) = Pg}(Z|Y) since (Z 1L S12|Y) g4 holds. In words, this means a missing S-node
for the variable Z (SY? 4 Z). This implies that the distribution of Z given Y is invariant across
domains TI' and I12. |

The observational distribution in domains IT?,II/ allows one to determine which mechanisms
are different due to a domain change. The next example illustrates that observational data is not
necessary to determine such an invariance.

Observational data in II?, but not II7 Next, consider when observational data is not present in
one of the domains, For example, I = ({Y}1 {}?).

Example 8 (do-see across domains) Consider the selection diagram in Figure 1(d), the tuple of
intervention sets W = ({Y}1 {}2), and the test PL(Z|Y) < P{Q}(Z|Y).
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K =U'AT, = {Y}
W ={Y}

R=K\Wgk ={}
R(W) = R\Anc(W) = {}
Thus PL(Z|Y) = P{j}(Z\Y) since (Z LL Y)gs, and (Z LL S'?)gg, holds (ie. (Z LL
Y, Sl’Q)Gsy). This results in a missing S-node for the variable Z (SY* /4 Z), and a missing

bidirected edge between Z and Y (Z 4 Y ). As a result, the distribution P(Z|Y) is invariant across
domains II' and 112, and invariant when comparing an intervention on Y with conditioning on Y. A

This example illustrates that one can compare interventional distributions across domains, while
conditioning on the intervened variable to determine both if a S-node, and a backdoor path exists.
Here, one of the intervention sets was still the observational distribution. The next example illustrates
there are IC even when comparing two non-empty intervention sets from different domains.

No observational data in II or II Finally, consider when observational data is not present in
either domains.

Example 9 (do-do across domains) Consider the selection diagram in Figure 1(d), the tuple of

intervention sets " = ({X} {X}7), and the test P, (Z]Y) L P)j(@) (Z]Y).

K =U,AT, = {X}
W ={Y}

R=K\Wg ={X}
R(W) = R\Anc(W) = {X}
Note that the symmetrical difference results in X because of Assumption A3, such that the
intervention sets {X}* for domain II' and {X} for domain IIV have distinct mechanisms (i.e.
(XM} and {XP)}). »
Thus P§(<1)(Z|Y) = P)]((2>(Z|Y) since (Z 1L X, S’"j|Y)GSY holds. This results in a missing
S-node for the variable Z (S 4 Z), and a missing directed edge between X and Z (X + Z).
The distribution P(Z|Y) is invariant across domains II' and 117, and invariant when comparing
interventions on X with different mechanisms. |

From these examples, one can see that IC constraints compare different pairs of distributions.
In the same domain, this amounts to comparing interventions in different settings to determine the
lack of a causal (missing directed edge), or a confounding relation (missing bidirected edge). When
comparing distributions across different domains, one can leverage observations to determine the
differences in mechanisms due to the change in domain. In addition, one can compare intervention
sets across domains. However, when comparing intervention sets across domains, an IC will imply
both a separation statement with respect to the intervened nodes, and to the corresponding S-node.

Def. 3 shows how to map graphical conditions of the selection diagram Gg for a given intervention
tuple W to invariances found in the distributions P. The examples illustrated above draw a connection
between the rules of o-calculus, graphical implications and the distributional invariances implied by
the underlying SCM(s).

Building in this uncertainty, we define MD-Markov equivalence next.

Definition 4 (MD-Markov Equivalence) Let IT and K denote fized sets of domains and indices
of known intervention targets, respectively. Given selection diagrams Gg,G's defined over V.U S
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(d)

(b)

Figure 3: Example selection diagram Gg (a), along with surgically modified selection diagrams:
Gs. (b), Gs, (c). A representative augmented selection diagram (d) with interventions ¥ =
<{}1¥ {32, {X}1,{Y}?) and corresponding distributions P.

and the corresponding intervention targets W, W', the pairs (Gg, W) and (G, ¥') are said to be
MD-Markov equivalent if, the set of distribution tuples that satisfy the MD-Markov property for both
pairs are the same (i.e. S (Gg, ¥) = S (G, ¥)). |

The K term encodes known-target interventions that fix the intervention sets for those distributions.
This allows the MD-Markov property to compare tuples of distributions with known and unknown
intervention targets paired with a selection diagram to other tuples of intervention sets and selection
diagrams.

2.3 Graphical Characterization of MD Equivalence Class

The MD-Markov equivalence, in principle, allows one to compare pairs of selection diagrams and
intervention targets to determine if they satisfy the MD-Markov property with respect to the same
set of distributions. Testing CI and IC constraints would thus allow one to learn about the graphical
structure. However, as seen in Ex.2-9 this process requires performing various manipulations of the
graph for each distribution pair and conditioning set argument. As another example, consider the
selection diagram in Figure 3(a). In Figure 3(b), one can determine that P{l}(Z ) = P%(Z) because
(Z 1L X)Gsy~ In addition, in Figure 3(c), one can determine that P{l}(M|Y7X) = PZ(M|Y, X)
because (M LL Y, S™?|X)q,

We see that different IC constraints lead to different submodels of the original graphical model.
When considering the learning task (i.e. causal discovery) given data, it is desirable to be able to
map invariances within distributions to some graphical separation in the graphical model. It is thus
desirable to characterize all testable CI and IC constraints with a separation statement on a single
graphical model. This would allow one to infer separation statements in the underlying selection
diagram, and facilitate learning an EC. Besides facilitating learning, a completely graphical charac-
terization would facilitate a more efficient data structure for representing the different invariances
present given a set of distributions and interventional targets. Figure 3(d) shows a refined treatment
that will i) facilitate the learning task, and ii) provides an efficient representation of all the invariances
implied by the dataset given. The graph shown allows one to map all CI and IC constraints to a
separation statement on the graphical model. For example, to determine if Pl}(Z ) = P%(2), we

check that (Z LL Fi) in Figure 3(d). In addition, we determine that P} (MY, X) = P (M|Y, X)

by checking that (M LL Fy?, S%2) in Figure 3(d).

In particular, we will leverage a graphical approach that encodes the symmetric differences of
interventions using F-nodes [3]. As discussed in Section 2.1, invariance constraints (ICs) arise from the
SCM. Interestingly, these distributional invariances can be characterized graphically by an extended
separation property on an augmented graph with "F-nodes". These special, "virtual" nodes serve as
graphical representations of the differences in distributions due to the interventions and are not part
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of the causal system itself. That is, Fi — Vj does not imply any causal relationship because F} is not
a random variable, but a node used to represent an intervention k that occurs in domains IT*. The
following definition extends to the multi-domain setting for selection diagrams, and introduces an
augmented diagram that will represent all testable CI and IC constraints in a single graphical model.

Definition 5 (Augmented selection diagram) Consider the Multi-domain setup with at least

one intervention set and corresponding distribution per domain that is considered. Let the multiset T
be defined as:

T ={K;, Ky, .K;} = {K | ¥ AW =K for ¥ @] c ¥}

Let the set D;; = ﬂmlwi,’jl, where wifl = (Pl U \Il{), be the intersection of all symmetric
differences between pairwise intervention sets for a pair of domains IT*,I17 .
The augmented graph of Gs = (VUL US,E) with respect to ¥ is denoted as Augy(Ggs) =

(VULUSUFUS,EUEsUEx) and constructed as follows starting with a copy of Gg:

1. add a new F-node pointing to node v € K, Fli’j — v, for every pair of distributions compared
in set I, where the superscript i,j indicates the pair of domain indices. If i = j, then the
superscript is dropped.

2. add a new S-node pointing to k € D;;, S — k for every pair of domains 11" # I17.

Denote the sets F = {Fli,j}i7j€[N]; S= {Slic’j}kEDiw Er = {(P}j7k7 v)}’uEKz; and Es = {(Sihja k)}kEDi,j .
|

The F-nodes graphically encode the symmetrical difference sets between every pair of intervention
targets in ' (i.e. ¢ AW/) within and across the different domains in II. F}"* = F}} denotes an
F-node representing the kth symmetric difference of intervention targets within domain ¢ and F, ,z]
denotes an F-node from comparing intervention targets between domains ¢ and j. The result is an
augmented selection diagram with the original causal structure augmented with S-nodes, F-nodes,
and their corresponding edges.

We ground this construction with a few examples .

Example 10 (Multi-domain with observational data in both domains) Consider the selec-
tion diagram in Figure 1(d) (shown below for convenience), and the tuple of intervention sets
U = ({}!,{}?). Following the construction in Def. 5, we define the following sets of variables:

1. K={K|K={}A{}} ={}

2. F={)
3. Dy ={}
4. 8={}

5. Ex={}
6. Es ={}

We add these sets of nodes and edges to the existing selection diagram Gg, which results in the
augmented selection diagram Augy(Gg) shown in Figure 4(a). In this simple setting, no additional
S-nodes and edges (beyond the one that is already there), or F-nodes and edges are added. |

11. Note the Augmented Selection Diagram is only well defined over domains with a distribution. That is, if one has a
selection diagram over domains IT!, II?, but no intervention sets and associated distributions in one of the domains,
then there is no augmented selection diagram.
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Figure 4: Examples of augmented selection diagrams for Gg - Selection diagram Gg (a),
and the Augmented Selection Diagrams resulting from intervention sets ¥° = ({}1 {Y}?) (b),

e = ({2} {Y}?) (o), @1 = ({}' {V}*.{Z}?) ().

Thus, when observational data, is available in each domain II’ and I/, the S-nodes representing
the mechanism differences between the two domains is the same in the augmented selection diagram
as it is in the original selection diagram. The next three examples illustrates when observational
data is not necessarily available.

Example 11 (Multi-domain with observational data in one domain) Consider the selection
diagram in Figure 4(a), and the tuple of intervention sets ¥ = ({}*,{Y'}?). Again, following the
construction in Def. 5, we define the following sets:

1. K= {K|K = }'A{Y}?) = {v}

F = {F1%}
Dy =V} ={V}
S = {512}

Er={F}* Y}
83 = {51’2 — Y}

S & L

The extra sets of nodes and edges are added to the original selection diagram resulting in the
augmented selection diagram shown in Figure 4(b). [ |

Example 12 (Multi-domain without observational data) Consider the selection diagram in
Figure 4(a), and the tuple of intervention sets W = ({Z}',{Y'}?). Define the following sets of
variables:

1. K={K|K ={Z}'A{Y}*} ={Y, Z}
2. F = {Fylz’2

3. D=2, Y}={Z,Y}

f 8 = (1,51
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5 Ex = {Fylé2 =Y, Fylf — Z}
6. Es = {5 =Y, 812 = 7}

An F-node is added pointing to Y and Z, which represents the two distributions with interventions
{Z} and {Y'}?, and an S-node is added pointing to Y and Z resulting in the augmented selection
diagram shown in Figure 4(c). [ |

In these examples, S-nodes are added to different nodes to capture the uncertainty in the cross-
domain invariances. The added S-nodes are a byproduct of what intervention sets are available
within each domain pair. However, the next example illustrates that even without observational data
in each domain, S-nodes are not necessarily added.

Example 13 (Observational data is not required to characterize all S-node edges) Consider
the selection diagram in Figure j(a), and the tuple of intervention sets ¥ = ({}1, {Y}?,{Z}?).
Define the following sets of variables:

1L K= {{}'A{Y}, {J'A{Z)? {YPPA{Z)?} = {{V}12, {2} 2 {Y, Z2}*}
2. F={F,? F}* F.}

3. Dij =2}, {Y}AZ2 Y} ={}

4. 8={}

5. Exp={F)? =Y, F,? > Z F* =Y, F"* -7}

6. £€s ={}

Thus no additional S-nodes beyond the one in Figure /(a) are added even though no observational
data is provided in domain II?. F-nodes are added representing each pair of distributions and their
associated interventions resulting in the augmented selection diagram shown in Figure 4(d). |

In words, the set of S-node edges are increased to a superset that comprises the smallest symmetric
difference among the different pairs of interventions between domain II* and II’. When observational
data is given in both II° and II7, then there exists {}' € W' and {}7 € ¥J/. As a result, the set

D;; = () (P, AW) is simply the original nodes with S-nodes for domain II*,II. In Section
Vm,l
4.2.1, we will provide additional remarks when observational data is missing in some domains. The

significance of this construction follows from the next proposition where separation statements in the
MD-Markov definition are formally tied to ones in the augmented selection diagram. This means
that there is no need to perform any graphical manipulations in order to evaluate the CI and ICs
described in Def.3. We are now ready to state our graphical characterization, which links separation
statements in the augmented selection diagram to the MD-Markov property CI and IC conditions. In
practice, the next result demonstrates how to perform comparisons of distributions to determine CI
and IC constraints in an efficient and economical manner using a purely graphical characterization of
the MD-Markov property.

Proposition 6 (Graphical MD-Markov Characterization) Consider the Multi-domain setup.
Let Auge(Gs) = (VULUSUFUS,EUExFUEs) be the augmented selection diagram of Gg with
respect to _\I_lH, where S and F are defined as they are in Definition 5. .

Let K;Y = F") US™ be the union of the set of nodes adjacent to the F-node F}*) and the set
of S-nodes for domains II*,I17. The following equivalence relations hold for disjoint Y, Z, W C V,
where W; = WNK; and R = K;\W;:

(YJ_LZ|W)GS <— (YJ—I-lea]:)Aug\p(Gs) (
(Y 1L K7 [W\W;) = (Y LL {F* S"* W, Fu (1) Auge (o) (

w N
= =

Gsw RwW)
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Figure 5: MD-Markov equivalence from the augmented selection diagrams and MD-
MAG:s - Selection diagrams across domains IT' and 112 (a,d), their augmented selection diagrams
given interventions ¥ = ({}1,{Z}1,{}?) (b,e) and the MD-MAG EC of the selection diagrams (c,f).

Proposition 6 provides a way of characterizing the invariances of the MD-Markov Property without
altering the graph. Instead, the augmented selection diagram constructed via Def. 5 will encode the
relevant invariances. The result in the proposition is illustrated in the following example.

Example 14 (Testing single-domain invariances) Consider the selection diagram in Fig. 5(a;
top row) with intervention targets ¥ = ({}*,{Z}',{}2). By Prop. 6, we can evaluate the MD-Markov
property in the corresponding augmented diagram in Fig. 5(b). For example, (Y 1L Z)g, can be
tested by (Y LL FYF}?) gugq(Gs) S0 as to determine that the invariance P{l} (Y) = PL(Y) holds. &

Example 15 (Testing multi-domain invariances) Consider the selection diagram in Fig. 5(a;
top row) with intervention targets W = ({}1. {Z}, {}?) resulting in the augmented selection diagram
shown in (b). We can test if cross-domain distributional invariances should hold for PL(Y|X,Z)
Vs P{Z}(Y|X, Z). The MD-Markov property would inspect the separation on a modified graph

(Y17, Sl’2|X)ngy. The graphical characterization would inspect the separation on the aug-

mented selection diagram (Y HFM? S12|X, 7, le)Aug\p(Gs)' Since the separation does not hold, the
invariance PL(Y|X,Z) = P%(Y|X, Z) is not required. [ ]

The previous two examples illustrate how one can leverage the augmented selection diagram
to test CI and IC constraints defined by the MD-Markov property using separation in the graph.
However, the graphical structure that encodes these constraints are not necessarily unique. Maximal
Ancestral Graphs (MAGs) provide a compact and convenient representation for constraints present
in an EC of causal graphs, see also [61, p. 6] [68]. Similarly, we can construct a MAG of the
Augmented Selection Diagram. The invariances represented can typically be encoded in different
causal graphs. Thus an EC of augmented selection diagrams can represent all the constraints given.
This is formalized through an MD-MAG.

Definition 7 (MD-MAG) Given a selection diagram Gg and a set of intervention targets ¥, an
MD-MAG is the MAG constructed from Augw(Gs). That is MAG(Auge(Gs)). |

The MD-MAG is a MAG that is constructed from the augmented selection diagram.

Example 16 Consider the selection diagram in Figure 5(a) and let ¥ = ({}*,{Z}1,{}?) be the
corresponding intervention tuple. The corresponding augmented selection diagram Augw(Gg) is
shown in Fig. 5(b). Finally, the corresponding MD-MAG is M AG(Augw(Gs)) shown in Fig. 5(c).
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The bottom row of Figure 5 also shows a similar construction from selection diagram, to augmented
graph to the corresponding MD-MAG. ||

Finally, putting these results together, we derive a graphical characterization for two selection
diagrams with corresponding tuple of intervention target sets to be MD-Markov equivalent.

Theorem 8 (Graphical MD-Markov Equivalence) Let IT and K denote fized sets of domains
and indices of known intervention targets, respectively. Given selection diagrams Gg,G's defined

over VUS and the corresponding intervention targets W, W', the pairs (Gg, ®) and (G'g, ®') are
MD-Markov equivalent if and only if for M = M AG(Auge (Gs)) and M' = M AG(Auge (G)):*?

1. M and M’ have the same skeleton;
2. M and M’ have the same unshielded colliders; and,

3. If a path p is a discriminating path for a node Y in both M and M', then'Y is a collider on the
path in one graph if and only if it is a collider on the path in the other. |

Theorem 8 states that the pairs (Gg, W) and (G%, ') are MD-Markov equivalent if their
corresponding MD-MAGs satisfy the corresponding three conditions, as illustrated in the example
below.

Example 17 (MD-Markov Equivalent) Consider the two selection diagrams given in Figure
5(a), Gs,GY. They have the intervention tuples ¥ = ({}',{Z}',{}?) and ¥’ = ({}' . {Z}'. {}?),
respectively. The corresponding MD-MAGs, My, Ms shown in panel (c) have the same skeleton,
unshielded colliders and colliders on discriminating paths. Therefore, the pairs (Gg, ¥) and (G, ')
are MD-Markov equivalent according to Theorem 8. ||

Example 18 (Not MD-Markov Equivalent) Consider the intervention sets for Gg and G’y are
the same as in Example 17. Gg is the selection diagram in Figure 5(a; top row), while G is the
selection diagram in Figure 5(a; bottom row) without the S1'2 — 'Y edge. In this case, the augmented
selection diagram and the MD-MAG will also not have that edge. Therefore, the MD-MAG of this
selection diagram has a different skeleton compared to Figure5(c; top row) and thus the pairs (Gg, ¥)
and (G's, ®') are not MD-Markov equivalent. ]

Given this characterization, we can devise an algorithm to learn the corresponding equivalence
class of a true, underlying selection diagram. First, we will analyze the MD-Markov property and its
characterization and learning in Markovian SCMs (i.e. no unobserved confounders).

3 Multi-domain Markov Characterization and Learning Without
Unobserved Confounding

There is a simplified characterization and learning algorithm when one assumes there are no unobserved
confounders (UC) present (i.e. also known as the causal sufficiency assumption). The core idea is
that there are no more bidirected edges in the graph, resulting in the absence of inducing paths.

Corollary 9 (Markovian MD-Markov Equivalence) Given Markovian selection diagrams, Gg, =
(VUS,Eq UEg) and Gg, = (VUS,Ey UEg) and corresponding interventional targets ¥y, ¥y, the
pairs (Gg,, ¥1) and (Gs,, ¥2) are MD-Markov equivalent if and only if Augy,(Ggs,) and Augw,(Gs,)
have (1) the same skeleton and (2) the same unshielded colliders. [ ]

Next, we will summarize how the MD-Markov property is required even in the Markovian setting
and compare against existing literature while highlighting the distinction of domain and intervention.

12. We assume that the symmetrical difference sets are indexed for both diagrams in the same pattern such that the
correspondence between F-nodes and S-nodes is the same in M and M’.

23



L1, JABER AND BAREINBOIM

F3 Fl F2

O

(a) (b)
(x® y®y {Xx®@ y®y o Fiy F;,’y

(c) (d)

Figure 6: Single-domain characterizations with interventional data without unobserved
confounding - Causal graph G (a) with intervention set ¥ = ({}* {X® vy} {x@ y 1Y),
The augmented interventional causal graph Augy(G) from [7] (b), the Z-DAG from [28] and the
augmented selection diagram (d).

3.1 Characterization

Existing works deal with characterization given data arising from a Markovian SCM. For instance,
[28] proposes the Z-MEC, which can be viewed as an EC given observational and/or interventional
data.

First, we will introduce some related characterizations, which may be tempting to use to charac-
terize differences. The works of [28] propose an EC of causal graphs without unobserved confounders
from interventional data with known-targets. They use interventional nodes, which are analogous to
F-nodes, to graphically characterize causal graphs that are interventionally equivalent (i.e., I-Markov
equivalent). Another work that generalizes, but still solely for single-domain interventional data is

[7]-

Single-domain First, consider a single domain where different distributions consisting of ob-
servational and/or interventional data are given. The MD-Markov property and the MD-Markov
characterization simplify to the U-Markov property and the ¥-Markov characterization given in [7].

Example 19 Consider the single-domain selection diagram in Figure 6(a) with interventions ¥ =
X0, Y ), {x @,y W},

The graphical characterization of [25] does not encode different mechanisms among interventions
and appends to the graph one interventional node per interventional target and adds directed edges
from the interventional nodes to the corresponding targets. The constructed graph is referred to as
the Z-DAG, shown in Figure 6(c).

The graphical characterization of [7] does encode different mechanisms among interventions and
constructs an F-node per pair of interventional distributions, including the observational distribution
and points the nodes to the symmetric difference (similar to ours). In this case, F5 maps to
{(XO YOIAL{XP@ YD) = [X). This results in the augmented interventional diagram, Augy(G),
shown in Figure 6(b). The separation F3 1L Y|X holds in Augy(G), which corresponds to the
invariance Py yo) (Y]X) = Pye yo (Y[X). This is not characterized in the Z-DAG.

The MD-Markov characterization results in Figure 6(d). The resulting augmented selection
diagram provides the same graphical structure as that of Augy(G) and all the invariances represented
there are also here. |
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Figure 7: Markovian SCM characterization comparisons - Different characterizations given a
ground truth selection diagram (a), and intervention targets ¥ = ({}!, {Y'}?,{Z}?): Z-MEC [25] (b),
the Augmented Diagram from [7], and the Augmented Selection Diagram (d).
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Multiple-domains Next, consider distributions arising from multiple domains. In this case, to
our knowledge, there is no characterization that exists for multi-domain data that handles arbitrary
mixtures of interventional data. However, a possible approach is collapsing the domain index and
treating interventions and domains interchangeably. The next example demonstrates that this
approach to characterization does not represent all possible invariances given a selection diagram
and a mixture of multi-domain distributions.

Example 20 (Multi-domain vs purely interventional characterization) Consider the selec-
tion diagram in Figure 7(a) over domains I1 = {II*, 11%}. Let ¥ = ({}',{X}2,{Z}?) be the tuple of
intervention targets, along with the corresponding distributions P.

The Z-DAG in Figure 7(b) is constructed by adding an extra node per intervention, {X} and {Z}
5]

Similarly, the augmented interventional causal graph Augy(G) is constructed in Figure 7(c) by
ignoring the domain index and treating the domain as a separate intervention.

Finally, the augmented selection diagram is shown in Figure 7(d) via Definition 5.

The Z-DAG does not capture the invariance P2(X|Z) = P2(X|Z), which is represented by the
separation Fy. , 11 X|Z. This invariance is represented in the augmented diagrams of (c) and (d).
However, by conflating interventions and domains, the augmented diagram in (c) does not represent
the invariance between domain II' and 112, e.g. P1(Z|X) = P%(Z|X). [ ]

This example demonstrates that the MD-Markov property and its graphical characterization
represents more invariances than prior work that ignore the domain index. Moreover, the additional
information is useful to distinguish because one can clearly see the invariances present between
domains 1 and 2. This is very useful when for example, domains 1 is humans and domain 2 is
bonobos. These invariances can be leveraged in the context of transportability for instance [44].
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Algorithm 1 MD-PC: Algorithm for Learning a MD-PDAG - SepSet the separating sets, S
is the S-node set, F'! the F-node set, and ¢ maps each pair of distributions to a pair of domains.

Input: Tuple of distributions P = (P}, ..., PN} intervention targets ¥, and indices of known-
targets K.

Output: MD-PDAG, P

S, F+0,k+ 0,0:N->NxN

(S, F, o) + CreateAugmentedNodes(¥™, V. K) (see Alg. F.3)

Phase I: Learn skeleton

for all pairs X, Y € VUFUS do
SepSet(X,Y), SepFlag < GeneralizedDoConstraints(X, Y, F, S, o, ¥ K, V) (see Alg. F.5)
if SepFlag = True then

Remove edge between X and Y

Phase ITIa: Orient unshielded colliders

For every unshielded triple (X,Y, Z) in P orient it as a collider iff Z ¢ SepSet(X,Y)

Phase ITb: Apply logical orientation rules

: R1-4: Apply 4 PC rules from [6] and following two rules until none apply.

: Rule 5”: For FW € F and for S* € S, orient adjacent edges out of Fw and S%7.

== e

3.2 Learning

We present a sound and complete algorithm to learn an equivalence class of selection diagrams under
causal sufficiency from multi-domain data. In this setting, instead of dealing with MAGs, one deals
with PDAGs.

Definition 10 (MD-PDAG) Given a selection diagram with no latents, Gs and interventional
targets, O defined over domains I, let G = Augg(Gg) and let [G] be the set of augmented selection
diagrams corresponding to all the pairs (G'g, ') that are MD-Markov equivalent to (Ggs, ®). The
MD-PDAG for (Gg,¥) denoted as P is a graph such that:

1. P has the same adjacencies as M and any member of [Gs/ does; and

2. every non-circle mark (tail or arrowhead) in P is an invariant mark in [Gg]. |

A MD-PDAG differs from a MD-PAG in that there are no bidirected paths possible in the
underlying DAG. Therefore, any orientation of o—o will result in either <—, or —. When there is a lack
of sufficient information, the o—o can be represented as an undirected edge indicating an uncertainty
of whether <, or — is the underlying causal direction. The MD-PDAG will be the EC target of
the algorithm, MD-PC algorithm. The MD-PC algorithm is similar to the PC algorithm where one
applies the three rules from Meek [6].

Alg. 1 proceeds by first adding augmented nodes in L2 of the algorithm, which is a function
of the different distributions provided. Then Phase I proceeds to learn a skeleton of the selection
diagram by testing the CI and IC distributional constraints from the MD-Markov property. Then
Phase ITa and IIb proceeds as the PC algorithm, and orients edges accordingly to logical rules. An
additional Rule 5’ is added, which orients all edges out of F-nodes and S-nodes. The next example
illustrates how the MD-PC algorithm is different from algorithms where one may treat interventions
and domains interchangably.

Example 21 (Causal discovery over multiple domains without latent confounding)
Consider the selection diagram and setting in Figure 8(a), with interventions ¥ = ({}1,{Y'}?) and

corresponding distributions P. This is the common bivariate causal setting, where one is interested

in determining the causal relationship among two variables. To ground the erxample, consider a
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Figure 8: Comparing multi-domain causal discovery algorithms under the setting of causal sufficiency
- The ground truth selection diagram (a) is given over domains I}, IT1? with intervention targets
W = ({},{Y}?,{Z}?) with all interventions being known-target, K = [1,1,1]. The ¥-PDAG learned
from the U-PC algorithm [7] (b) and the MD-PDAG (c) learned from the MD-PC algorithm.

setting where one may have access to observational data in one hospital setting II', but only access
to clinical trial data (i.e. interventional) in another hospital 12. Furthermore in hospital 2, there
is no observational data. One would like to determine if smoking (X) causes a difference in cancer
outcomes (Y) with also tar measurements (Z) 3. In hospital 2, the clinical trial added a new patient
monitoring machine for the duration of the trial to evaluate the efficacy of a new machine. Besides
the causal relationship between varaibles, one may also be interested in determining the invariances
between these two hospitals (i.e. domains).

Treating interventions and domains interchangeably Applying the ¥-PC algorithm introduced
in [7], one obtains the learned W-PDAG in Figure 8(b). Though the causal relationships among the
observed variables are fully oriented, there is no information that infers across-domain invariance
between IT' and I12.

Treating domains and interventions separately Applying the MD-PC algorithm in Alg. 1, one
obtains the MD-PDAG in Figure 8(c). The causal relationships are fully learned among the variables
with the MD-PC. In addition, the invariance between hospital II' and 112 is learned - indicated by the
lack of S-node edges for Z and Y .

By comparing the distributions PZ(.), PZ(.) and P{l}(.), one will observe that PZ(X|W) #
P{l} (X|W) and PE(X|W) # P{l} (X|W) for any conditioning set W € V\{X}. However, we know
the intervention targets are {Z}* and {Y'}? for PZ(.) and PZ%(.) respectively, and can leverage this
information. The conditional distribution of X|W is not invariant when comparing against the
observational distribution of domain IT', P{l} (X|W) then we know the change in distribution is due
entirely to the domain differences between II' and I1? encoded by the S-node, SV2, that is S*? — X.
In addition, since P2(Y|Z) = P{l} (Y|Z) and PE(Z|X) = P{l}(Z|X), it is possible to determine that
SL2 LY and S22 A4 Z. |

The MD-PC algorithm is complete in the sense that it learns the most about the underlying
selection diagram one can possibly learn without further assumptions.

Theorem 11 (MD-PC Completeness) Let the tuple of distributions P be generated by an un-
known pair (Gg, ¥) over domains II, then MD-PC is complete, i.e. P contains all common edge
marks in the MD-Markov equivalence class. |

4 Non-Markovian Multi-Domain Markov Equivalence

In this section, the MD Markov characterization will be discussed in a non-Markovian setting in
various settings that are possible for multi-domain data.

13. For simplicity, in this example, we are ignoring the possibility of latent confounding.
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4.1 Multi-domain observational data

S-nodes introduced through the lens of selection diagrams can be thought of as augmentations of
the causal graph to represent different domains and changes in distributions that may occur [3, 16,
, 69]. In a sense, S-nodes are graphically similar to F-nodes, which have been commonly used to
represent interventions [3, 7, 62]. F-nodes are augmented nodes where each one is a parent to (each
element in) a symmetrical difference set, and they are used to represent — graphically — invariances
between interventional distributions. The significance of these F-nodes will be further emphasized in
Section 4.2 (see Def. 5 and Proposition 6). Despite the similarity between F-nodes and S-nodes, it
is worthy to distinguish S-nodes since most challenges related to transportability, rely on knowing
the S-node structure [16, 18].
Before deriving the graphical characterization for the MD-Markov equivalence class, we consider
the setting where there is only observational data across different domains.

Definition 12 (Corresponding Tuple of Intervention Sets) Consider the Multi-domain setup.
For a selection diagram Gs over N domains. (Vgij) = (Vgiz, Vgis, .., Vgn-1,n,)Vi # j € [N] is
an ordered tuple of the children of each S-node. A corresponding tuple of intervention sets for Vg is
(B, w2 . WV such that W AW = Vgi; for all i # 7. |

Example 22 Consider the selection diagram shown in Figure 3(a) with an additional two S-nodes:
(S*3 — T) and (Z + S*3 — T) representing three domains, 111,112 113 (shown below for conve-
nience). Denote the selection diagram Gs.

51,3

Thus, there are three S-nodes pointing to {T'}, {T,Z}, and {Z}. A corresponding intervention
set for Gg is (W1, W2 W3) = ({Z, T},{T},{Z}). The symmetric difference of each corresponding
intervention set results in the children of the S-nodes:

1. {Z, TYA{Z} = {T} for S*3
2. {Z, TYA{T} ={Z} for S12
3. ATYA{Z} ={T, Z} for S*3
Thus, the corresponding intervention tuple provides a set of interventions that represent a similar

change in distribution as the change in mechanism due to the domain change (i.e. the effect of the
S-node edge). ]

The corresponding tuple of intervention sets simply represents the different mechanisms due to
a change of domain as interventions instead. The following theorem uses this to present a duality
between characterization of interventions and multiple domains when only observational data across
domains is given.
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Theorem 13 (Equivalence of ¥ and MD-Markov characterization)

Consider the Multi-domain setup and let Gg be a selection diagram among N domains, and G be
the corresponding causal diagram without S-nodes. Let ' = ({}1 ... {}N) for each of the N domains,
and K = [1,1,...,1], such that only observational data is available. Let Ig be the corresponding
intervention set for Vs. Let P be an arbitrary set of distributions generated by the corresponding
interventions. P satisfies the MD-Markov property with respect to (Gs, W) if and only if it satisfies
the W-Markov property with respect to (G,Ig).** |

Observations collected from multiple domains is equivalent to collecting distributions with
unknown-target interventions. This result coincides with other works that treat different domains
and interventions interchangably [10, 13]. In this setting, S-nodes have a correspondence to the
augmented graph’s F-nodes in [7]. In some sense, the change-in-domain can be viewed as "Nature’s"
intervention on the causal system. However, this simplification is not warranted when considering
interventions that occur in different domains, as elaborated in the sequel.

Given this duality between interventions and domains when only considering observational
data across domains, we state a core assumption when considering single-domain interventional, or
multi-domain observational data.

Assumption 14 (Multi-domain & interventional exchangeability (MDIX))

Let P = {PY(V), P2(V),..., PN(V)} be a set of N distributions over II', 112, ..., TIN domains and
P’ ={P{(V),Py(V),...PN(V)} be a set of N interventional distributions within a single domain
IT'. The multi-domain and interventional exchangeability (MDIX) assumption states that we assume
these two settings are exchangeable in the sense that applying a causal discovery algorithm, or
characterization of the implied invariances will produce the same result. |

This assumption states one is treating interventions as domain-changes and vice-versa (i.e. the
yellow section in Table 3 are seen as equivalent). In the context of Theorem 13, this turns out to
be fine since the distributional invariances implied are the same and the resulting characterization
and learning algorithm are the same up to re-labeling of an intervention and domain-change. In
fact, this assumption is commonly implicitly assumed in many prior works, as discussed in Section
5. Stating this assumption explicitly is necessary as we will see in the following sections because
when one considers the general setting of interventional distributions across different domains, the
MDIX assumption is not valid. We next discuss the general MD setting with arbitrary mixtures of
interventional and observational data in multiple domains.

4.2 Arbitrary mixtures of multi-domain observational and interventional data

Next, we analyze the general setting with possibly arbitrary mixtures of multi-domain observational
and interventional data. In previous sections, we assumed observational data was provided. In this
next section, we describe some of the nuances when observational data is not available in every
domain.

4.2.1 MD-MARKOV PROPERTY WITHOUT OBSERVATIONAL DATA

This section elaborates on the intricacies of having observational data vs not. This can occur, for
example, when there are multiple clinical trial data occurring in different hospitals. Each hospital is a
different environment, and the clinical trials are interventions. Observational data may be missing, or
unable to be used due to HIPAA violations. Consider the following example, which provides insight
into the MD-Markov property in this setting.

14. Due to space constraints, all the proofs are provided in the Appendix F.1
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Selection Diagram Gg Augy (Gs) MD-PAG
Sl,2 51’2
FL?
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Figure 9: Example diagrams without observational data defined for interventions ¥ = ({}!, {X}?)
over domains IT*, IT2. Each row has selection diagrams, Gg (a,d), their corresponding augmented
diagrams, Augy(Gg) (b,e) and the resulting MAG, M AG(Augy(Gs)) (c,f). The red arrows from
the S-node S'? indicate additional testable edges if observational data was given in domain II2.

Example 23 (MD-Markov Property Without Obs. Data) Consider the two selection dia-
grams in Figure 9(a), with interventions ¥ = ({}!,{X}?) over domains I*,11?> and their cor-
responding distributions P. It is clear that these two selection diagrams are different because in the
top row, X and Y have an unobserved confounder, whereas in the bottom row, Y and Z have an
unobserved confounder.

The given distributions do not contain observations in II? and the resulting augmented selection
diagram is given in panel (b). In both diagrams, from Def. 5, the added "S-node edges” £ =
{(SY%, X)} are added because Kgr2 = ({}JPA{X}?)U{Z} = {X,Z}. This in turn results in the
MAG of both diagrams in Figure 9(c). In fact, this is due to the lack of any invariances of the form
P{l} (X) = P%(X) given the distributions we have. This can be seen since comparing observational

data in domain I1' to the interventional data in 112, it is clear that P{l} (X) # P%(X), which maps

to the MD-Markov property condition where X YL SY2. Proposition 6 in turn implies that the two
selection diagrams are indistinguishable because they are within the same EC.

This example illustrates that the MD-Markov property and its resulting graphical characterization
is general enough to handle the setting where observational data is not present in all domains. However,
the next example illustrates the importance of observational data in discerning the invariances across
domains.

Example 24 (MD-Markov Property With Obs. Data) Consider the two selection diagrams
in Figure 9(a), with interventions ¥ = ({}1,{}?,{X}?) over domains 1I*,11? and their corresponding
distributions P. In the top row’s selection diagram, X and Y have an unobserved confounder, whereas
in the bottom row’s selection diagram, Y and Z have an unobserved confounder.

In this instance, the given distributions contain observations in II? and the resulting augmented
selection diagram is the diagram in panel (b) without the red edge SY'? — X. In both diagrams,
from Def. 5, the added "S-node edges" Es = {}. In this example, the MAG of both diagrams are
shown in panel (c) without the red edges. In this case, by the MD-Markov property, the separation
X 1L SY2 implies the invariance P{l} (X) = P{Q} (X). Proposition 6 in turn implies that the two
selection diagrams from Figure 9(a) are distinguishable because they are not within the same EC.
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Algorithm 2 MD-FCI: Algorithm for Learning a MD-PAG - SepSet the separating sets, S is
the S-node set, F'! the F-node set, H maps each pair of known-targets symmetric diffs., and o maps
each pair of distributions to a pair of domains.

Input: Tuple of distributions P! = (P}, ..., PY), vector of known intervention targets K and WL
Output: MD-PAG, P

1S, F+0,k<+0,0:N—-NxNH <+

2: (S,]:,I‘LO') — CreateAugmentedNodes(\I'H7V) (see Alg. F.3)

3: Phase I: Learn skeleton

4: for all pairs X, Y e VUFUS do

5: SepSet(X,Y), SepFlag < GeneralizedDoConstraints(X,Y, F, S, o, ¥ K, V) (see Alg. F.5)
6: if SepFlag = True then

7 Remove edge between X and Y

8: Phase Ila: Orient unshielded colliders

9: For every unshielded triple (X,Y,Z) in P orient it as a collider iff Z ¢ SepSet(X,Y)

10: Phase IIb: Apply logical orientation rules

11: R1-7: Apply 7 FCI rules from [20] and following two rules until none apply.

12: Rule 8: For FW € F and for S% € S, orient adjacent edges out of F”J and S%7.

13: Rule 9’: For F” € FU with X € H,i’ﬂ that is adjacent to a node Y ¢ H,ZC’J, if |Hw| =1, then

orient X — Y.

Remark 15 (The importance of observational data) The previous example demonstrates that
observational data in two domains IT', II7 allows one to determine across-domain invariances. For
example, if we are considering humans (II*) and bonobos (I1?) in Figure 9(a; top row) and how a
drug (X ), cardiovascular health (Y) and diet (Z) are related. Drug effects and cardiovascular health
may be confounded by an unobserved variable (e.g. age). Then observational data in humans and
bonobos enables one to determine that the distributions of drug effects and cardiovascular health
conditioned on diet in bonobos are transportable to humans. This is illustrated by being able to test
that P{}( ) = P{z} (X) and P (Y\Z) {2} (Y|Z), which is implied by the separations X 11 S2
and Y 1L SY2|Z, respectively. However these invariances can not be tested with the provided dataset.
But it could be tested if observational data was provided for bonobos.

4.3 Causal Discovery From Multiple Domains

We investigate in this section how to learn an EC of selection diagrams from a mixture of observational
and interventional data that is generated across multiple domains. The graphical characterization of
MD-Markov equivalence in Theorem 8 and the significance of ancestral graphs (MAGs) in deriving
this result motivate the following definition of MD-PAG.

Definition 16 (MD-PAG) Consider the Multi-domain setup and let M = M AG(Augg (Gs)), and
[M] be the set of MD-MAGs corresponding to all the tuples (G, O that are MD-Markov equivalent
to (Gg, W), The MD-PAG for (Gg, W), denoted P is a graph such that:

1. P has the same adjacencies as M and any member of [M] does; and

2. every non-circle mark (tail or arrowhead) in P is an invariant mark in [M] (i.e. present in all the
MD-MAGs in [M]). |

The MD-PAG is a valid PAG by construction. Moreover, MD-PAGs generalize PAGs and
U-PAGs from the single-domain to the multiple-domain setting[7, 24]. There are two important
aspects that have changed compared to the traditional PAG. Firstly, the extra S and F nodes and
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(a) Gs (b) Skeleton

(c) After Orienting Unshielded Colliders (d) MD-PDAG

Figure 10: Example of MD-FCI applied with ¥ = ({}!,{X}*,{}?) and K = [1,1,1]. The S-node
representing domain-shift between domains 1 and 2 is the black square in (a).

their corresponding edges help graphically represent differences across domains and interventional
distributions in this EC. Secondly, the characterizations are now not only tied to a graph Gg, but
also to a set of interventions W that give rise to the data distributions available. The PAG only
considers a single observational distribution along with the graph. Similar to the PAG, the MD-PAG
is the goal for causal discovery.

Next, a generalization of the standard faithfulness assumptions for multi-domain data is introduced
that enables causal discovery [7, 70].

Definition 17 (MD-faithfulness) Consider a selection diagram Gg over N domains. A tuple of
distributions (P1)icgn € SE(Gs, ¥ is called MD-faithful to Gs if the converse of each of the
MD-Markov conditions (Definition 3) holds. |

MD-faithfulness states that the CI and IC constraints presented in Def. 3 only arise due to the
graphical conditions stated, and do not otherwise appear. For instance, if P(X|Y,Z) = P(X|Y),
then this implies that (X 1L Z|Y)g,. MD-faithfulness taken together with the MD-Markov property,
means that the CI and IC constraints are necessary and sufficient for a corresponding graphical
separation. With this assumption, we are ready to propose our causal discovery algorithm that learns
an equivalence class of selection diagrams in the general non-Markovian setting with possible latent
confounding.

The new algorithm, called MD-FCI is shown in Alg. 2. The algorithm proceeds by first constructing
the augmented graph using Alg. F.3, by adding S-nodes and F-nodes to represent every pair of
domains and interventions. Then it uses hypothesis testing to learn invariances in the skeleton (Alg.
F.4) and finally applies orientation rules (Alg. F.6). MD-FCI learns the skeleton by mapping pairs of
distributions in P™ to F-nodes, or S-nodes by testing for the distributional invariances discussed in
Section 2.1. Def. 3 and Prop. 6 connect these invariances to graphical criterion, which allow us to
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reconstruct the skeleton of the causal diagram. Interventional distributions across domains are used
to learn F-node structure, and whereas observational distributions across domains are used to learn
S-node structure. Besides the standard FCI rules that apply in the absence of selection bias, the
algorithm also applies the following rules R8’-9’.

Rule 8’ (Augmented Node Edges) - Edges out of F-nodes and S-nodes are oriented.

Rule 9’ (Identifiable Inducing Paths) - If F,:j € F is adjacent to a Y & H,i’j known-target
node and the intervention target is known to be node X, X — Y can be oriented since the
F/? —Y is only present due to an inducing path between X and Y.

In Figure 10, the different stages of the MD-FCI algorithm are shown. The selection diagram
Ggs Figure 10(a), encodes the causal structure across domains 1 and 2. Line 2 of Alg. 2 constructs
the complete MD-PAG by adding all relevant F-nodes to the graph. The initial skeleton has an
edge between every single node. Then, phase I of Alg. 2 proceeds to learn the skeleton of the
MD-PAG, resulting in Figure 10(b). For every pair of nodes X,Y € V, one can leverage standard
CI tests to determine if there is a separating set X and Y. If so, the edge (X,Y) is removed from
the skeleton. This removal corresponds to the first condition of the MD-Markov Property. Without
loss of generality, let X € SUF, and Y € V, then here the second condition of the MD-Markov
Property is tested via the graphical characterization in Proposition 6. One tests null hypotheses of
the form P/(Y|W) = PJ,(Y|W), where W is a hypothesized separator. These tests are known also as
two-sample conditional tests [71-74]. If one failes to reject the null hypothesis, then it is implied that
there is an invariance such that Y is d-separated from X given W. Finally, if both XY € SU F,
then the edge (X,Y") is removed from the skeleton. After learning the skeleton, unshielded colliders
are oriented in Phase Ila, resulting in Figure 10(c). Finally, orientation rules are applied in Phase IIb
given the existing skeleton and separating sets learned in the earlier phases of the algorithm. This
results in the MD-PAG shown in Figure 10(d).

Next, we prove the proposed MD-FCI algorithm is sound, and results in a valid MD-PAG.

Theorem 18 (MD-FCI Soundness) Given K, let P! be generated by some unknown tuple (Gg, ¥')
from domains II with a corresponding selection diagram Gg and is MD-faithful to the selection

diagram Gg. MD-FCI algorithm is sound (i.e. every adjacency and orientation in Pyp_ror, the
MD-PAG learned by MD-FCI, is common for M AG(Augy(Gs))). [ ]

Known vs Unknown Targets We elaborate briefly on the usefulness of known and unknown
targets in the learning of the EC. When considering Markovian SCMs, the known targets do not
provide any additional information with respect to causal orientations. However, when considering
non-Markovian SCMs with possible latent confounders, it is possible to leverage known-targets to
orient inducing paths.

Next, we illustrate some subtleties between the MD-FCI and related algorithms that assume the
MDIX assumption pooling observational and interventional distributions regardless of the domain.
The example is motivated from biomedical sciences, where interventions are commonly performed in
different domains and the goal is to leverage all datasets for learning. A group of scientists are trying
to determine the causal structure of a set of proteins, but leverage data across the lab and hospital
setting. Different experiments are run in each setting and combined into a single dataset [40].

Example 25 (MDIX Assumption May Result in Unsound Results) Let Gg be a selection
diagram as shown in Figure 11(a). Let TI = (II',T12) be the set of domains representing the lab (11*)
and the hospital (112). These are a tuple of distributions P = (P, P?) with intervention targets
Pl = (3 Y} {}2) and K = [1,1,1], where X represents some protein in the dataset.

In this setting, let Gg be the true selection diagram as shown in Figure 11(a). Given the
interventional and observational data, one may be tempted to use the Z-FCI algorithm and simply
pool the observational data, while ignoring the domain differences [5]. Still, this would learn the graph
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(b) (c)

Figure 11: Causal graphs related to example 25 - The ground truth selection diagram (a). Causal
discovery algorithm is applied given interventions ¥ = ({}!,{Y}?), and known-target indices
K =[1,1]. Applying Z-FCI without considering domain-changes under the MDIX assumption, one
learns the equivalence class shown in (b). Applying the MD-FCI algorithm, one learns the MD-PAG
in (c).

in Figure 11(b) with an incorrect orientation (shown as the red edge). This I-PAG only contains
one F-node because there is only two distributions: i) the pooled observational data and i) the data
resulting from intervention on Y. Applying R9 of the Z-FCI algorithm incorrectly orients the edge
X <« Y. Thus, R9 of the Z-FCI algorithm is not sound when the domains are ignored [3, 25].
Figure 11(c) contains what MD-FCI would recover. Intuitively, one should learn (c) instead of (b)
because even though there is a change in distribution among X and Y, one cannot ascertain whether
there is an inducing path from Fy1 to X, or a change in distribution due to the domain. |

The next few examples then illustrate when we relax the MDIX Assumption and proceed by
applying the MD-FCI algorithm on multiple distributions arising from interventions and different
domains. We begin with the single-domain setting.

Example 26 (Causal discovery in a single domain) Consider the selection diagram shown in
Figure 10(a), and the tuple of intervention sets ¥ = ({}1, {X}') with the corresponding distributions
and known-target indices KK = [1,1]. Our goal is to learn an equivalence class of selection diagrams
over domains II', T12.

By applying the MD-FCI algorithm, we learn the resulting equivalence class shown below for
convenience. Note that the S-node points to all variables in V. In essence, we are unable to infer
any invariances between domains II' and 112 since we do not have any data from domain TI2.

51,2

& D
|

Example 27 (Causal discovery in multiple domains with observational data) Consider the
selection diagram shown in Figure 10(a), and the tuple of intervention sets ¥ = ({}},{X}*, {}?)
with the corresponding distributions and known-target indices K = [1,1,1]. Our goal is to learn an
equivalence class of selection diagrams over domains I1* T2,

The output of the MD-FCI algorithm is the EC graph shown below. As we can see, with observa-
tional data in domain I12, we are able to refine our knowledge of what is invariant between domains
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II' and I12. This implies for instance that the distribution of X is invariant in both domains, but for
istance Y is not.

1,2
1,2 S
F;

O—C

Fl

Example 28 (Causal discovery in multiple domains without observational data) Consider
the selection diagram shown in Figure 10(a), and the tuple of intervention sets ¥ = ({X}!,{}?)
with the corresponding distributions and known-target indices K = [1,1]. Our goal is to learn an
equivalence class of selection diagrams over domains II*, I12.

The output of the MD-FCI algorithm is the EC graph shown below. FEven without observational
data in domain 112, we are still able to refine our knowledge of what is invariant between domains
II' and II2. This implies for instance that the distribution of Z is invariant in both domains, but
for instance Y is not necessarily so. We also do not necessarily know that X is invariance across
domains II' and I12. This uncertainty is reflected in the learned EC that contains the S-node edge
S22 —» X,

1,2
F

|
These examples illustrate that the MDIX assumption is not always valid as sometimes
5 Comparisons with Previous Works
This paper extends the work from [54] in a number of important directions. Firstly, the assumption

that observational data is present is dropped. This means that even when there are only experimental
data present in domains, we can still leverage that domain to learn aspects of the selection diagram EC.
For example, consider the setting where experimental data is collected in different labs studying how
different genes affect stem-cell maturation. Each lab conducts a series of gene-knockout experiments
and collects data on the resulting stem-cells. Each lab is considered a separate domain that has
results in mechanism changes due to different operating protocols and equipment. The scientists
would still like to leverage the combined experimental data to perform causal discovery. Even when
observational data is available, one may not wish to use it for various reasons, such as selection bias,
artifacts, missing data, or more.
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Interv.

Algorithm Graphical UC """  Nonparametric General Multi Domain
Characterization K U

Single-Distribution

[6, PC], [1, p- IC] v x x x v x
[2, FCI], [1, IC] v v X X v X
Multi-Distribution

[7, I-FCI] v v v X v X
[3, U-FCI] v v X v v X
[28, IGSP] v be v b X X
[13, 50, ICP] x x  V/x V/x v X
[14, JCT v /x vioV/x Vx v b'e
[11, 12, 51, NSC] x x  V/x V/x v X
[52, MDLS] x x  V/x V/x x X
This work v v v v v v

Table 4: A copy of Table 2 for convenience of the reader

Secondly, we have provided an extensive introduction and discussion on the MD-Markov property,
its characterizations and learning in the Markovian and non-Markovian settings. Third, we provide
more extensive simulations, and a detailed comparison with other works.

Next, the similarities and differences among various Markov properties are highlighted in relation
to the MD-Markov Property.

5.1 Comparing Markov Properties

The single-domain observational Markov property maps graphical d-separation to invariances in
the decomposition of the joint probability distribution. The standard Markov property takes a
DAG’s d-separation statements and maps them to conditional independences. Compared to the
MD-Markov property from Definition 3, the Markov property only captures invariances present in a
single distribution. However, in the complex real world, problems may be modeled with different
distributions. For example, in machine learning, a common problem is generalizing learning to
out-of-distribution settings.

[3, 28] introduced a new characterization that extends the Markov property to account for
experimental data arising from known-target interventions.

Definition 19 (I-Markov Property [3]) Consider the tuple of absolutely continuous probability
distributions (Pr)rez over a set of variables V. A tuple (Pr)rez satisfies the I-Markov property with
respect to a graph G = (V UL, E) if the following holds for disjoint Y,Z, W C V:
(1) For1 € Z: Pr(y|lw, z) = Pr(y|w) if (Y LL Z|W)g.
(2) For 1,J € I: P(ylw) = Ps(ylw) if (Y LL K|W\Wy)

Gw,, R

Remark 20 We see that the I-Markov property fixes the intervention targets, I € T and then allows
the graphical structure to change fitting the Markov property with respect to a tuple of distributions
now rather than a single distribution.

Similarly, the MD-Markov property allows one to fix the intervention targets in the case of
known-target interventions, but more importantly generalizes to the setting with different domains
and unknown-targets at the same time.

Experimental data can come with either known-target interventions, where the targets are
explicitly perturbed, or from unknown-target interventions, where one knows an intervention took
place, but is unsure of what nodes it possibly affects. This resulted in the ¥-Markov property [7].
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Definition 21 (¥-Markov Property [7]) Let G = (VUL,E) denote a causal graph, let P denote
an ordered tuple of distributions and let T denote an ordered tuple of intervention targets such that
|P| = |Z|. Tuple P satisfies the W-Markov property with respect to the pair (G,I) if the following
holds for disjoint Y,Z, W C V:

(1) For1; € I: P;(ylw, z) = Py(y|lw) if (Y LL Z|W)¢

(2) For L;,,1; € T: Py(y|lw) = P;(y|w) if (Y LL K|W\WK)GWK,W

where K := LAL;, Wi := WnNK, R:=K\Wxk and R(W)ER are non-ancestors of W in G.

Remark 22 Compared to the MD-Markov property, the W-Markov property does not allow us to
characterize invariances with known-target interventions. More importantly, the ¥-Markov property
does not characterize invariances for distributions that occur in different domains.

Thus, we reiterate that interventional invariances are distinctly different from cross-domain
invariances. As we showed in Example 25, treating interventions separately from domain-changes is
an important distinction to make also in structure learning.

5.2 Comparing Structure Learning Algorithms

In this section, we explicitly discuss some subtleties compared to work that could be also seen as
learning over multiple domains. We survey a few works in the area of causal discovery that touch
upon structure learning in the presence of multiple distributions of data. We illustrate similarities
and differences via examples over a variety of different settings and previously proposed works that
may be used for multi-domain structure learning.

5.2.1 SINGLE-DOMAIN INTERVENTIONS WITH KNOWN-TARGETS: Z-FCI [3, 28]

[28] characterize a MEC under interventions with known-targets. [3] further refines the characterization
and shows an improved EC and learning algorithm, the Z-FCI algorithm. As shown in Ex. 25 and
related simulation experiment in Proof of Main Text Thm. 18 [S-FCI Soundness], MD-FCI not
only learns additional details when possible, but also does not learn incorrect statements (i.e. the
algorithm is sound).

5.2.2 INVARIANT CAUSAL PREDICTION [13, 50]

Invariant causal prediction (ICP) can identify the causal parents of a target variable under the
assumption that the target’s causal mechanism is invariant across environments |13, 50]. The work
in [13] treats interventions and different regimes (i.e. domains) as similar concepts, whereas in this
work, as explicitly noted by the MD-Markov property, they are in fact quite different in subtle ways.

The work proposes for a target variable Y, to identify subsets S such that P;(Y|S) are invariant
across all distributions P;(.) for all "environments" i. Interestingly, the paper provides sufficient
conditions for the ICP framework to uniquely identify the true causal parents of Y. However, this
requires the assumption of linear SCMs, the absence of latent confounders, and certain constraints
on the set of interventions. It is interesting future work to explore the ideas introduced in this paper
in the context of functional assumptions on the causal structure. However, we contrast our approach
mainly with the idea of leveraging invariances across distributions.

Mainly, the authors in [13] suggest looking for invariances that hold across all domains, whereas
we look for invariances across pairs of domains. Moreover, we also leverage different pairs of
distributions to learn different information. For example, comparing interventions across domains
allows one to learn invariances with respect to both the domain change and the intervention set.
However, comparing interventions within a domain allows one to learn invariances with respect to the
intervention set, with the implicit assumption that there are no other changes induced by a changing
environment.
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Figure 12: Comparison of ICP vs MD-FCI given ground-truth graph (a). Assume that we are
given interventions ¥ = ({}1,{X}!,{}?) and their corresponding distributions with known-targets
K =1[1,0,1]. (b) is the graph learned by ICP. (c) is the MD-PAG learned by MD-FCIL.

As an example, consider the graph and setting shown in Figure 12(a). We have known-target
interventions ¥ = ({}!,{}2, {X}1), K = [1,1,1] and their associated distributions P. When applying
ICP, one would recursively say discover parents and say we start with Z. Across all distributions, one
would see that P(z|y) is invariant, and thus Y — Z. However, say one moves to the node Y next.
There is no invariance for P(Y'|S) across all distributions, since for example the domain-shift from
domain 1 to 2 through the S-node, S*? affects Y. Thus, ICP may learn the graph in Figure 12(b).
On the other hand, Figure 12(c) show the result of applying MD-FCI and even the S-node structure
is recovered.

5.2.3 CAusaL DISCOVERY WITH JOINT CAUSAL INFERENCE [14]

The work in [14] proposed "Joint Causal Inference" (JCI) as a framework that pools multiple
datasets/distributions with unknown intervention targets and then employs a standard causal
discovery algorithm to learn the causal graph, such as FCI. Namely, FCI-JCI is an adaptation of the
FCI algorithm that learns causal graphs over the pooled datasets, combining different observational
and interventional datasets. In [7] Appendix Section D.2, it is shown that U-FCT explicitly can learn
more than the JCI procedure. Moreover, [7] Appendix Section D.2 Proposition 6 demonstrates a
proof that this holds in general for settings with at least three distributions. The basic intuition is
that JCI compares everything relative to the observational distribution, which can miss invariances.
On the other hand, comparing every pair of distributions is important for characterizing all possible
invariances. Since JCI is already shown to characterize and learn less in a single-domain setting, the
same will hold when we consider the multi-domain setting. We direct the readers to [7] for additional
discussion on the single-domain setting comparing ¥-FCI to JCI.

The pooling procedure constructs auxiliary context variables, C = {C;}, given datasets
(Dg, ..., Dpr), where Dy corresponds to the "observational distribution and D, corresponds to an
"interventional" distribution. The algorithm pools the datasets into one, D* and then appends
context variables such that C = 0 for Dy and C; = 1 if the sample corresponds to D;, else C; = 0.
Thus there are an additional M columns in the dataset, which result in added nodes to the causal
graph. When context nodes are added, C; <+ Cj for all 4, j and then C; — Vj} if there is a dependency
among the C; variable and the V; variable.

In Figure 13, MD-FCI is shown to learn more than JCI. JCI learns the graph in Figure 13(b).
MD-FCI learns the graph in (c¢) and importantly also estimates the S-node structure.

5.2.4 CAUSAL DISCOVERY WITH NONSTATIONARY CHANGES [11, 51]

[11, 51] also uses auxiliary random variables to capture mechanism changes. JCI can be seen as an
extension of this idea. Similarly to JCI, our approach differs in how we treat these auxiliary nodes
and characterize the pairwise-distribution invariances in a more complete manner.
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Figure 13: Comparison of JCI vs MD-FCI given ground-truth graph (a). Assume that we
are given interventions ¥ = ({}1, {X,Y}?,{X,Y, Z}?) and their corresponding distributions with
known-targets IC = [1,1,1]. (b) is the graph is the MD-PAG learned by MD-FCI and (c) is the graph
learned by JCI. The results hold if the interventions are unknown-targets as well, and even if there
was observational data in both domains.

5.2.5 MULTI-DOMAIN CAUSAL STRUCTURE LEARNING IN LINEAR SYSTEMS [52]

The paper [52] proposes a causal discovery method that accounts for observations across multiple
domains. However, the setting relies on the absence of latent confounders and also linearity in the
SCM. In this work, we characterize the EC in the non-Markovian and nonparametric setting.

5.2.6 SINGLE-DOMAIN INTERVENTIONS WITH UNKNOWN-TARGETS: ¥-FCI [7]

[7] generalize the work of the Z-FCI and its EC characterization to the setting with unknown
intervention targets and the authors propose a constraint-based learning algorithm for learning a
U-MEC, the U-FCI algorithm. The work here is the most similar to ours given the results from Corr.
51. As a result, one might expect that the MD-FCI algorithm and the MD-Markov characterization
is just a relabeling of the W-FCI and W-Markov characterization. However, as demonstrated in
previous sections, accounting for interventional data across domains is not a simple application of
the W-Markov characterization and W-FCI learning algorithm.

Here, we present an additional example demonstrating that when considering the domain setting,
one can learn more than just naively applying the U-FCI algorithm. Moreover, this demonstrates
that the MD-Markov characterization is a more refined EC characterization.

Example 29 (Pooling non-interventional data) Consider the selection diagram in Figure 14(a)
over two domains II = {I1*,T12}. The S-node pointing to Z indicates that there is a possible change
in mechanism going from domain 1 to domain 2. We are given interventions ¥ = ({}1, {X}1,{}?),
and corresponding distributions P = (P}, Py, P?) with known-intervention targets K = [1,0,1].
Assume we have access to an oracle to query for d-separation.

If one runs the V-FCI algorithm, then there is no notion of multiple domains in the ¥-Markov
characterization. Therefore, we would ignore the domain superscript, and combine the two obser-
vational datasets. Running the algorithm results in the U-PAG in Figure 14(b). Observe that the
skeleton of the variables {X,Y,Z} is correct. However, no orientations are learned. In contrast,
Figure 14(c) shows the results of running the MD-FCI algorithm. Observe that there is not only
improved orientation by learning that Y — Z, but also the augmented nodes provide additionally rich
structure. For example, the MD-PAG indicates that the only S-node present in the true selection
diagram is one that points to Z. |

This example demonstrates that the characterization and MD-FCI algorithm proposed in this
paper improves upon the work of [7]. Note that we demonstrate subtle differences that show we
improve upon the U-FCI algorithm. The appendix of [7] also shows similar examples that illustrate
subtle differences of the U-FCI algorithm with respect to other works, such as [13, 14, 28, 75].
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Figure 14: Augmented graph representing an intervention and a S-node over domains 1 and 2 (a)
with interventions W™ = ({}1, {X}!, {}?). The resulting W-PAG one can learn using W-FCI (b), and
the resulting MD-PAG one can learn using MD-FCT (c).

5.3 Hard vs Soft Interventions: Characterization and Learning

This paper focuses on the setting of soft interventions, but hard interventions may occur in practice,
where the experimentalist has control to set the exact value of a variable, or randomize the setting of
the variable’s value (i.e. in a randomized control trial). In this case, the causal graph is modified
such that the dependency on the variable’s parents are cut. It is a reasonable question to ask if the
characterization and learning holds in the setting of hard interventions. We provide a brief discussion
here on the challenges involved and what can be done.

Markovian SCMs First, we direct our attention towards the Markovian SCMs. Section 3 discussed
the characterization and learning in the context of soft interventions. And now, we will discuss some
of its nuances when considering hard interventions. [28, Yang et al.] and [8, Hauser et al.] was the
first to characterize the hard interventional EC in the single-domain setting when there are no latent
confounders assuming the interventions are "conservative" meaning Vj € V, 3I € ¥ such that j ¢ I.
In words, conservative interventions do not overlap.

Definition 23 (Conservative family of intervention targets from [8]) A family of interven-
tion targets W is called conservative if for all a € 'V, there is some I € W such that a ¢ I. |

This gives rise to a theorem from [8] that characterizes an EC in the context of hard interventions
from a conservative family of targets.

Theorem 24 (Interventional Markov Equiv. from [8]) Let G and G3 be two causal diagrams
over variables V and W be a conservative family of intervention targets under hard interventions.
Then the following statements are equivalent:

1. G1 ~y GQ;
2. foralll € U, ng) ~ Ggl) (Markov equivalent in the observational sense);
3. Foralll €W, ng) and ng) have the same skeleton and the same v-structures;

4. G1 and Gy have the same skeleton and the same v-structures and ng) and Ggl) have the same
skeleton for all I € ¥

However, hard interventions in the context of non-Markovian SCMs have additional complexity,
which is not captured in the existing graphical characterizations.
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Non-Markovian SCMs When not all causal variables are observed and there exist latent con-
founders, the characterization of Z-MEC and V-MEC are insufficient at representing all possible
invariances present in the data. As a result, this translates to a challenge in developing a learning
algorithm that utilizes all possible invariances present in the data. We describe some of the challenges.
With latent confounding, the causal graph contains bidirected edges, X <> Y, which possibly results
in inducing paths within the graph. Inducing paths complicate structure learning in non-Markovian
setting because an inducing path between two variables means they are unable to be m-separated. In
the MD-MAG characterization, this means two variables are connected with an edge even if they
are not adjacent in the true underlying causal graph. It is thus, not trivial to determine whether an
adjacency comes from a direct causal relationship, or from an inducing paths. Hard interventions
cut incoming edges to variables and thus may provide information on inducing path structures. It
becomes difficult to represent this larger space of invariances that hard interventions provide and
thus the complete characterization of an EC in the context of hard interventions remains elusive.
Further research on this exciting topic is warranted.

6 Conclusions

In this paper, we introduced a generalized Markov property called MD-Markov, which defines a new
EC of selection diagrams, the MD-PAG, representing the constraints found across observational and
experimental distributions collected from multiple domains. Building on this new characterization,
we develop a causal discovery algorithm called MD-FCI, which subsumes FCI, Z-FCI, and ¥-FCI,
and accepts as input a mixture of observational and interventional data from multiple domains.

Future interesting work would involve relaxing the assumptions made in this paper, and leveraging
the characterization of the EC for downstream causal ID and estimation tasks. An interesting line of
work could be extending the transportability-ID algorithms to work on the MD-PAG [76].
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F.1 Proofs

Here, we provide the detailed proofs of theoretical results in the main paper. First, we review some
fundamental definitions and results that guide the main results. Readers familiar with the literature
can skip to Section Appendix.

F.1.1 BACKGROUND RESULTS

In this section, we centralize theoretical results in relation to the theory presented in this paper.

Definition 25 ("Global" Markov property of DAGs [77]) Consider a joint probability dis-
tribution, P over a set of variables V satisfies the Markov property with respect to a graph
G = (V UL, E) if the following holds for, (X,Y,Z) disjoint subsets of V:

P(ylz,z) = P(ylz) oY 1L X|Z in G (that is Y is d-separated from X given Z)
|

The global Markov property maps graphical structure in causal directed acyclic graphs (DAGs)
to conditional independence (CI) statements in the relevant probability distributions from data.

Definition 26 (Maximal Ancestral Graphs (MAGs) [61]) A mized-edge graph is a mazimal
ancestral graph (MAG) if:

1. there is no directed cycles (acyclicity) and
2. there are no almost directed cycles (ancestrality) and

3. there is mo primitive inducing path between any two non-adjacent vertices (mazimal)
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Thus acyclicity, ancestrality and maximality are graphical properties of any equivalence class that
stems from a MAG. As we will see, this includes the PAG and its multi-distributional generalizations.
Many DAGs may encode the same CI statements, and a MAG encodes an equivalence class of these
CI statements that has desirable properties such as maximality and ancestrality. To compare different
MAGs, one can leverage Definition 27.

Definition 27 (General Markov Equivalence from [78]) Two MAGs G1 = (V,E1), Gy =
(V,Es) are Markov equivalent if for any three disjoint sets of vertices, X,Y,Z, X and Y are
m-separated by Z in G1 if and only if X and Y are m-separated by Z in Gs. |

Checking Definition 27 is quite tedious because it involves explicitly comparing every single
m-separation statement possible in both graphs. An equivalent completely graphical criterion in
Proposition 28 can be instead used.

Proposition 28 (Graphical Criterion for Markov Equivalence from [78]) Two MAGSs over
the same set of vertices are Markov equivalent if and only if

1. Skeleton: They have the same adjacencies
2. V-structures: They have the same unshielded colliders

3. Discriminating Paths: If a path p is a discriminating path for a vertex Y in both graphs, then
Y is a collider on the path in one graph if and only if it is a collider on the path in the other.

Unfortunately, a MAG is not uniquely identifiable (i.e. learnable) from observational data in
general. Therefore, a partial ancestral graph (PAG) is defined as the object of interest instead.

Definition 29 (Partial Ancestral Graph [61]) Let [M] be the MEC of an arbitrary MAG M.
The PAG for [M], Py is a partial mized graph such that:

1. P has the same adjacencies as M (and any member of [M]) does
2. A mark of arrowhead is in Py if and only if it is shared by all MAGs in [M]
8. A mark of tail is in Py if and only if it is shared by all MAGSs in [M].
|

We note that do-calculus is complete for learning PAGs [20]. As noted in [7], the FCI algorithm
really only leverages the inversion of R1 of do-calculus within a single domain. If we have access
to interventional distributions, the inversion of R2 and R3 of the do-calculus enable one to further
characterize and learn a more detailed EC [7].

A final lemma due to [79] is useful for proving properties about distributions that satisfy certain
graph constraints, but not others. Meek uses the following result to show that set of unfaithful
distributions has Lebesgue measure zero.

Lemma 30 (Meek [79]) Let D = (V, E) be a causal DAG where (A YL B|C)p. Let Ds = (Vy, E)
be the subgraph that contains all the nodes in the m-connecting path that induces (A YL B|C)p. Then
any distribution p over Vs where every adjacent pair of variables are dependent satisfies (A LL B|C),.
|
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F.1.2 MuLTI-DOMAIN CAUSAL BAYESIAN NETWORK INVARIANCES

[63] developed an extension of Pearl’s do-calculus rules to soft interventions in SCMs. In [76], it
was shown that for the general problem of transportability, the generalized do-calculus rules are
complete. In this section, we take the do-calculus rules and extend them to invariances present in a
Causal Bayesian Network (CBN) that can apply across two arbitrary interventions and two arbitrary
domains. As such, we generalize the Theorem 2 and 3 in [67]. This is essential for motivating the
MD-Markov property characterization and the corresponding equivalence class. This result leads to
the Definition 3 presented in Section 2. Here, we present a special case of o-calculus rules in Thm. 1
of [63, 80] for the setting of multiple domains.
Proof of Theorem 31.

Theorem 31 (o-calculus rules for multiple domains) Let Gs = (VULU S, E U Eg) be the
corresponding causal selection diagram with latents and S-nodes defined between arbitrary N domains
I = {II*, 112, ..., IN}. Then the following holds for any strictly positive distribution consistent with
Gs.

Rule 1 (multi-domain see-see): For any X CV and disjoint Y, Z,W CV and any IT* € II,

Py (ylw, z) = Px(ylw) ifY L ZIW,S in Gs.
Rule 2 (multi-domain do-see): For any disjoint X,Y,Z CV and W C V\ (ZUY) and any
I, 117 € I, ' ' N
Py z(ylz,w) = P (ylz,w) if Y L{Z,SY}W in Gs,,.
Rule 8 (multi-domain do-do): For any disjoint X,Y,Z CV and W C V\(ZUY) and any
I, TV € I, ‘ ‘ N
Py z(ylw) = Px (ylw) of Y LA{Z, S HW in G

SZ(W)’

Proof

R1 Since regardless of domain, II?, and soft-interventions the graph does not change.

Any distribution factorizes with respect to the original graph and any m-separation statement in
the graph Gg implies conditional independence, or m-separation with respect to an S-node. However,
m-separation with respect to an S-node implies an invariance across different domains [67, Thm.
2]. Since, R1 only considers a single domain, the invariance is implied by the strict positivity, the
conditional independence is equivalent to the invariance in R1.

R2 If i = j, then S%J = (), and therefore the invariance is proven in [30, Thm. 1]. If i # j, then
we note that (Y LL {Z, Si’j}|W)GSZ implies (Y 1L Z\W)GS£ and (Y 1L §%J W)G'sé' Shi e {i,j}
selecting the domain mechanism for the distribution. Then we have the following:

Py w(Y|Z,W) = Pxw(Y|Z,W, 5% =)
= Px.w(Y|Z,W) Y is m-separated from S’ given W

Similarly, we have:

PL(Y|Z,W) = Px(Y|Z,W, 5% = j)
= Px(Y|Z,W) Y is m-separated from S’ given W

Thus the invariance follows from [80, Thm. 1].
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R3 A similar logic applies, where (Y 1L {Z, Si’j}|W)GSZ(W) implies (Y 1L Z|W)g, and
(Y 1L S |W)e

Z(W)

Szom)

Next, we extend the do-calculus rules to apply them across two arbitrary interventions and domains.
This leads to the characterization of our EC, where arbitrary sets of interventional distributions
across arbitrary domains are available.

Proposition 32 (Generalized multi-domain o-calculus) Let Gs = (VUL U S,E U Eg) be
the corresponding causal selection diagram with latents and S-nodes defined between arbitrary N
domains TI = {I1*, 112, ..., TIN}. Then the following holds for any strictly positive distributions,
P = (P}, P}, ..., PY) corresponding one-to-one to intervention targets ¥ = (¥ Wl BN ywhere
W C2V:

Rule 1 (conditional independence): For any I C'V and disjoint Y, Z, W CV,

pr(ylw, 2) = pi*(ylw) if Y L Z|W,S in Gs. (4)
Rule 2 (mized do-do/do-see): For any I,J CV and disjoint Y, W CV, where K := IAJ,
i (ylw) = pl(ylw) if Y L K U{SHW\ Wi, S\ {S™} in Dy, 57y ()
where Wy, :=W N K and R := K\ W

Proof R1 The first rule follows from Thm. 31.
R2 Define the following sets:
Wr=WenI, W; =WnNJ, Rf:-=RNI,R;y:=RNJ.

Lemma 33 (Generalized CBN Invariances Across Domains) Let G be a causal diagram and
Gs = (VULUS,EUEg) be the corresponding causal selection diagram with latents and S-nodes
defined between two domains II = {II', 11*} of a CBN. Let P! be a tuple of interventional distributions
generated by G. Let Vg be the set of nodes that have an edge with respect to S. Then the following
distributional invariances hold for disjoint Y, Z, W CV

(a) For P{ € P, we have P} (y|w,2) = P{(ylw) if Y LL Z|W in G.

(b) For P},P} € P, we have Pj(ylw) = Pj(ylw) if Y 1L K|W\Wk in Gy, =y Wwhere

K= (IAJ)U ng,WK =WnNnK,R=K\Wg and R(W) C R are non-ancestors of W in G.

Proof Whenever i = j, for domain indicators i, j, then there is no S-node by definition, since the
S-node is added to select between different domains i and j. Therefore in constraint (a), because
of the shared causal structure assumption A1, P{(V) can just be written as Pi(V) and factorized
according to the following equation:

Px(v)=>_ I Plpa) [] P(tlpay)

L i|X;eX ilT;¢x

which is also known as the truncated factorization formula [1], or the g-formula [31]. Then
applying d-separation criterion, constraint (a) follows [60].

Constraint (b) is proven in [32] Thm 4, when ¢ = j. So we prove the case when i # j. To prove
this, we take a similar strategy to the proof of the do-calculus rules [1]. We construct a hypothetical
CBN that models the selection of a domain on each variable with an endogenous root node/variable
along with the intervention on each variable. We assume the change in domain is not caused by any
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variable in G. Moreover, we assume that soft interventions are triggered by exogenous variables and
not affected by any variable in G.

Let I?,J7 denote set of nodes in I and J that occur in domains i and j respectively. We can
augment G with FJ = {F7|V; € I' UJ7} and edges £ = {F,) — V}|F}, € F}.

G's has an S-node S%7, representing the selection between domain i and j. The edges from S%/ are
in Eg and their direct children are Vgi;. Thus, we constraint b) holds by definition of the selection
diagram, if we can remove the effect of the S-node, S*7.

The constructed augmented causal graph is G’. Let Pa; denote the parents of variable V; € V
that excludes nodes in S. Let Pa) denote the parents of variables V; € V that can include nodes in S.
For each variable Vj, with 7, there are a new set of parents Pa// = Pa,U{F;”}. The distribution of
P(V;|Pal) is given as follows where P'(V;|Pa;) is a unique conditional probability for each identifier
1. We have:

P(Vi|Pdl,), if FpP =0

- 6
Pl(Vi|Pdy), if Fi7 =1. (©)

P(Vi|Pay) = {

Furthermore, we can decompose each of those conditional probabilities into ones that are a
function of just the Pay.

P(Vi|Pa},) = P(Vi|Pay), if S — Vi & Es (7)

and

P!(Vi|Pa},) = P'(Vi|Pay), if S% — Vi, & Eg (8)

Thus, each F; ,zj has an arbitrary prior distribution over its domain, which induces a new distribu-

tion P” over VUL US U F and P” factorizes according to G’. Then Py, (V) relates to P” as follows
where we condition on every F;”’ € F such that 1) F,? =0if Vj, ¢ I' and 2) F;’ =1 if V} € L

P(V)=>_P"(VULUS|F}’ =1,..)
L

We can similarly decompose P’ and relate it to P following the same logic for the S-node. In
this sense, we see that the S-nodes and the F-nodes play a similar graphical role in selecting the
distribution that applies based on the selection of the S-nodes and F-nodes.

We can repeat the logic for Py(V). Now, let Fy/ = {F}7|V}, € I'AY}. If ({Fg"/,S%} L
L Y|W)¢r, then changing the conditioning values of Fx and S/ is irrelevant to Y and we get
Pi(ylw) = Pj(y|w). Thus we have successfully factorized the two distributions to show they are
equivalent when the corresponding graphical criterion holds. ||

The result implies that d-separation from S-nodes and their corresponding direct children represent
invariances in the conditional probability distributions of observational data assuming the Markov
property. Since all S-nodes are source nodes, then to be d-separated from Vg is equivalent to
d-separation from the S-nodes S.

F.1.3 MARKOVIAN SCM MD-MARKOV PROPERTY PROOFS

This section contains the proofs for the theorems in Section 3.

Proof of Corollary 9

Corollary 34 (Markovian MD-Markov Equivalence) Given selection diagrams without latents,
Gs, = (VUS,Eq UEg) and Gg, = (V US,E3 UZEg) and corresponding interventional targets
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W, Wy, the pairs (Gg,, 1) and (Gs,, ¥3) are MD-Markov equivalent if and only if Augy,(Gs,)
and Augy,(Gs,) have (1) the same skeleton and (2) the same unshielded colliders. [ ]

Proof In the absence of latent nodes, Augy(Gs,) = MAG(Augy(Gs,). This means, one can use
the augmented selection diagram instead of the MD-MAG. Since the augmented selection diagram is
simply a specific MD-MAG with no bidirected edges, it follows that every discriminating path for a
node Y in Augg(Gg,), Y must be a non-collider.

To see, this consider the path m = (z,q1, ..., ¢, b,y) that is a discriminating path for b in a
graph without bidirected edges. Then (gp,b,y), can have the following orientation g, <— b — y, or
gp < b < y. This is because g, must be a collider that is also a parent of y. Thus, b is always a
non-collider.

Since every discriminating path for Y results in Y being a non-collider, this trivially satisfies the
third condition of Theorem 8. The other two conditions are trivially met. |

To prove the completeness of MD-PC algorithm, we next have the following lemma that charac-
terizes the orientation of a triple (A, B, C). The proof is an extension of Lemma 1 [6].

Lemma 35 (Shielded Paths in Pyp_pc) In Pyp—pco, the output of MD-PC algorithm, the
following property holds: if A— B o—o C, then A — C.

Proof Suppose by way of contradiction that there is a triple (A4, B, C) such that the property does
not hold even though A — B o—o C. If A and C are not adjacent, then R1 of the MD-PC algorithm
would orient A - B o—o C as A — B — C, reaching a contradiction.

If A and C were adjacent, but with A < C, then R2 would orient A - Bo—o(C as A — B+ C
thus reaching a contradiction.

Next, we consider all possible orientation rules that resulted in A — B, but leave B o—o C.

A partial ordering from the vertices is aavailable where X < Y if X is an ancestor of Y. Since
B o—o C, we can consider B the minimum vertex order since A is adjacent to C.

Case 1: A — B is oriented via R1. Thus there is an edge D — A such that D ¢ adj(B). Thus
there are edges A — B o—o C'. However, now A also satisfies the definition of a minimal vertex.

Case 2: A — B because it is part of an unshielded collider. In this case, there is an edge D — B
such that D & adj(A). If D & adj(C), then B o—o C' would be oriented by R1. If D € adj(C), and
D o— C unoriented, then B o—o (' is oriented via R3. If D o— C is oriented, and D — C, then Bo—o ('
is oriented by R2, else if D < C, then A o— C is oriented A <— C by R1 and B o—o C oriented by R2.

Case 3: A — B is oriented by R3. Then there is an unshielded collider colliding at B. This results
in Case 2.

Case 4: A — B is oriented by R2. There would be a vertex D such that A — D and D — B.
D € adj(C) because otherwise B o—o C' oriented by R1. D o—o C' is oriented by construction with
D < B. If C — D, the B o—o (C' is oriented by R2. Otherwise if D — C, then A — C by R2
contradicting original hypothesis.

Case 5: A is a F-node, or S-node and oriented by R5’ from Alg. 1, which would also result then
in A — C contradicting the initial assumption.

Thus all cases that assume the hypothesis false all lead to contradiction. |

Next, we prove the completeness of the MD-PC algorithm. This relies on results from [6].

Proof of Thm 11

Theorem 36 (MD-PC Completeness) Let the tuple of distributions P be generated by an un-
known pair (Gg, ®) over domains II, then MD-PC' is complete, i.e. P contains all common edge
marks in the MD-Markov equivalence class.

53



L1, JABER AND BAREINBOIM

Proof [ |

F.1.4 MD-MARKOV PROPERTY RESULTS

In this section, we prove some results about the MD-Markov property. The first result proves that
the MD-Markov property generalizes other interventional Markov properties.

Lemma 37 (MD-Markov property generalizes the W-Markov property) LetII = {II'} and
G = (VUL,E). Say " and P be an arbitrary set of interventions and distributions with K = [].
Given K, P! satisfies the MD-Markov property with respect to (Gg, ¥™), then P also satisfies the
U-Markov property with respect to (G, ®'l).

Proof By assumption, we have only distributions with unknown intervention targets. Given iC, P!
satisfies the MD-Markov property, so we will show that it also simultaneously satisfies the W-Markov
property. Moreover, since there is only one domain Vg = (), the empty set.

For I/ e ¥ P/(ylw,z) = P/(ylw) if Y LL Z|W inD
is satisfied by the first condition of the MD-Markov property in Def. 3.

For I, I; € ¥ . Py(ylw,z) = Pj(ylw) if Y 1L ZIW\Wk in Gy, gz

is satisfied by the second condition of the MD-Markov property. There is only a single domain, so
there is by definition no S-node, and thus the condition reduces to the W-Markov property condition
two. Therefore, P! satisfies the W-Markov property with respect to (G, ¥1l). [ |

Lemma 37 demonstrates that the MD-Markov property generalizes the W-Markov property. Since
the W-Markov property itself has been shown to generalize the I-Markov and Global Markov property,
we have the following corollaries.

Corollary 38 (MD-Markov property generalizes the I-Markov property) Let IT = {II'},
G = (VUL,E), W be an arbitrary set of inteventions and PY an arbitrary set of distributions
induced by TY. Let K be a vector of 1’s, such that all distributions have a known intervention target.
If PY satisfies the MD-Markov property with respect to (Gg, W), then it also satisfies the I-Markov
property with respect to G. [ ]

Corollary 39 (MD-Markov property generalizes the Markov property) LetII = {II'}, G =
(VUL,E), ¥ = ({}!) and P an arbitrary set of distributions. If P satisfies the MD-Markov
property with respect to (G, W), then it also satisfies the Markov property with respect to G. |

Example 30 (Markov vs MD-Markov property) Let G be the causal diagram in Figure 1(b).
For an arbitrary set of interventions set W', we have that (X LL Z|Y)qg implies that PH(Z|Y,X) =
Pji(Z|Y) for all TI* € II and distributions. Thus, the MD-Markov property includes the Markov
property invariance. However, the Markov property does not capture other invariances that are
presented in Def. 3. |

Example 31 (U-Markov vs MD-Markov property) Let G be a selection diagram as shown in
Figure 1(b). Let ¥ = ({}1, {}%,{X}},{Y}!) and K = [1,1,0,0] for a corresponding PX. The
MD-Markov property states that there is an invariance Pl(z|y) = P} (z|y) = Pi(z|y). The I-Markov
states the equivalence between Pi(z|y) = Pi(z|y) and the V-Markov property Pl(z|y) = Ps(z|y). B
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We defined a joint selection diagram in Definition ??. Here, we show that there is no information
loss when we construct the joint selection diagram, which is easier to analyze. The joint selection
diagram (as defined in Definition ??) is a valid representation of a collection of selection diagrams
stemming from different domains. Thus we refer to joint selection diagrams as selection diagrams in
the main paper.

Lemma 40 (Joint selection diagrams are valid representations) A joint selection diagram
preserves transportability phenomena. That is, if a causal effect is transportable in the non-joint
selection diagram if and only if it is transportable in the joint selection diagram.

Proof Since S-nodes are defined as pointing out of S-nodes by construction, then in the joint
selection diagram they can act as "confounders" when viewed graphically. Define A as the node
that an S-node points to originally. An S-node by definition only has additional edges if there is an
inducing path between the A and another node B. If such a path exists, then there is an unblockable
subpath from A to B and conditioning on the S-node would not change the m-separation statements. H

In Definition 3, we define the Markov property for a (joint) selection diagram. The MD-Markov
property generalizes the Markov property and extends the conditions of d-separation (condition i) and
distributional invariances (condition ii) to selection diagrams. Condition ii is no longer a conditional
independence statement, but rather a different type of invariance [33]. Note that compared to
the W-Markov property, there are some subtle differences. Namely, there is always the question of
whether or not nodes are d-separated with respect an S-node. D-separation with respect to an S-node
representing a pair of domains allows one to map invariances across those two domains.

To prove Thm. 13, we first prove a few useful lemmas. The first lemma relates m-separation
statements with a conditioning set of S-nodes to other m-separation statements that contain "more"
S-nodes.

Lemma 41 (M-separation statements can arbitrarily add S-node singletons) Let G be the
joint selection diagram with respect to a causal Bayesian network with latents, G = (V US, Esup Eg).
Consider m-separation statement with respect to G with X 1l Y|Z,S; where X,Y C VUS and
ZCV—{X,Y} and S; CS —{X,Y} (that is S; is a set of S-nodes).

For any S; € S — (SU{X,Y}), the following statements are equivalent:

1. XJ_LY|Z,SZ' n G
2. X 1L Y|Z, S; U {SJ} n G and (SJ AL Yv‘Z7 S; or Sj AL )(‘Z7 Sz)

Proof The first statement states that X and Y are d-separated given Z and the ith set of S-nodes in
the joint selection diagram.

The second statement states that if we augment the m-separation statement with a conditioning
set of the jth S-node, then either the jth S-node is m-separated from Y given Z and S; or the jth
S-node is m-separated from X given Z and .S;.

We show the equivalence of the m-separation statements by analyzing the paths that are m-
connecting.

We are given that X,Y # 5; and S; € S;. Suppose that there is a m-connecting path between X
and Y given Z and S; (the converse of the first statement in the lemma). Either it passes through S,
S-node or it does not.

If it does not pass through .S;, then since all S; are oriented out of S;, then X fL Y|Z, S, U {S;}
in G.

If it does pass through S;, then there are two m-connecting paths that lead from X to S; given Z
and S; and from S; to Y given Z and S;.
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If there are no m-connecting paths between X and Y given Z and S;, then all the paths have to
be m-separating. |

Next, we show that when there is a difference in m-separation statements between two selection
diagrams, these can be mapped to m-separation statements from U, O, or T, sets that are defined as
follows:

We define the following sets of m-separation statements:

U={(X 1LY|Z, 8¢ : X,Y eVUS,ZCV —{X,Y}, SCS—{X,V}
O={(X1LY|Z S : X,Y eVUS,ZCV —{X,Y}, S=S—{X,Y}
T={(X1Y|Z8¢ :XeV,YeVUS ZCV—{X,Y}, S=S—{X,V}

Intuitively, U, O and T are m-separation statement sets that contain all possible sets of m-
separation statements inside a MAG.

Lemma 42 (Arbitrary differences in m-separation statements induce a difference in U, O, or T)
Let Gy = (VUS,E1UEg} and G2 = (VUS, E2 U Eg} be selection diagrams over the same sets of
variables V. Suppose XY, Z are disjoint subsets of VUS.
X LLYI|Z in Gy, X YL Y|Z in Ga, then at least one of the following is true:
i) there exists X,Y,Z CV such that X 1L Y|Z,S in Gy and X L Y|Z,S
it) There exists A,B CV and S; € S such that (S; LL A|B,S5\S;) in G1 and (S; L A|B,S\S;)
m GQ
In other words: Any difference in m-separation statement from the set of statements U UOUT
between Gy and Go can be stated as just a difference between m-separation statements in T between
G1 and GQ.

Proof Given m-separation statement in U, we can write these as m-separation statements in O. This
is done by repeatedly applying Lemma 41 to m-separation statements in U until all m-separation
statements lie in O.

Now, we prove that all m-separation statements in O that are not in T can be mapped to T.
First, note that T is a subset of O, since there is the additional constraint that X € V, rather than
XeVus.

Define W =T\O = {(X 1LY |Z,S)g : X €8S,Y € S,Z CV—{X,Y} as the set of m-separation
statements that are in O, but not in T. These are m-separation statements then between S-nodes of
the selection diagram. We consider any m-separation statement where S; 1L S;|Z,S — {S;,S;} in
Gl7 but Sl LL Sj‘Z7S — {Sz; SJ} in GQ.

S-nodes are by Definition 1 pointing out, there must be at least one collider along paths between
S;,S;. First we consider a path that is active in Gg, but not in Gy. If S; LL S;|Z,S —{S;,S,} in G1,
but S; LL S;|Z,S —{S;,5;} in Gy for some Z C V, then this can only happen if in G, there exists a
node in Z that is a descendent of both \S; and S;. That is v € Z such that v € Desc(S;) N Desc(S;),
which makes the collider active in G5. In G, we have simultaneously that for all nodes in Z, there
does not exist any descendants of both S; and S;. That is Av € Z such that v € Desc(S;) N Desc(S;).
This then means that v is either not a descendant of S;, or it is not a descendant of S;. Suppose
WLOG that v is not a descendant of S;.

Then this implies that S; 1L v|S — {S;} in Gy, and S; YL v|S — {S;} in Gs.

Now, suppose (X 1L Y|Z)p, and (X fL Y|Z)p,. Any m-separation statment belongs to one of
the sets O, U or T. Since G; and (G5 share the same vertex set, V, then the m-separation statement
would be in the same set.

If this m-separation statement set belongs to T, then we are done.

If it belongs to O, then by our earlier result, any m-separation statement with differences imply
an m-separation statement difference in T and the result follows.
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If it belongs to U, then by Lemma 41 and the above, the m-separation statement can be mapped
to m-separation statements in O. Then by the previous statement, the result follows.
This proves the lemma. |

M-separation given S-node set can be arbitrarily given by the entire S-node set

Lemma 43 (M-separations given a subset of S-nodes implies m-separation with respect to any other S-n
Let Augy(Gg) be the augmented selection diagram with respect to a selection diagram, Gg and tuple

of interventions W defined over domains IL. Consider any m-separation statement with respect to

Augy (Gs) of the form:

(X LLY[Z,54,F) Augy (Gs)
where XY € VUFUS, Z CV—-{X,Y} and Sy € S —{X,Y}. Then for any S; €

=

S — (SaU{X}U{Y}), the following two statements are equivalent:
4 (X 1L Y‘Z, J—_.v SA)Aug\p(Gs)
[ ] (X 10 Y|Z, f, SAU{Si})Aug\p(GS) AND [(SA AL Y‘Z, .7:, SA)Aug\p(Gs) or (SA A0 X|Z, .F, SA)AUg\p(Gs)/

Proof
[ |

This lemma demonstrates that any m-separation statements given a subset of S-node between X,
Y chosen from the entire set of possible nodes in the augmented selection diagram can equivalently
add any subset of the other S-nodes. In addition, these other S-nodes are in fact also m-separated
from either X, Y, or both.

F.1.5 RESULTS FROM SECTION 4.1 ON OBSERVATIONAL MULTI-ENVIRONMENT MARKOV
EQUIVALENCE

In the following results leading up to Theorem 13, we assume that we only have access to observational
data across multiple domains. In this setting, the MD-Markov property and the relevant graphical
MD-Markov equivalence properties are much simpler. We show that there is a mapping at this
point between the MD-Markov property and the U-Markov property [7]. We are ready to prove an
equivalent graphical condition for MD-Markov equivalence.

Theorem 44 (Graphical MD-Markov Equivalence Among Selection Diagrams With Only Observational !
Let G* and G? be two causal diagrams. Let G5 = (VU Ly U Sy, Ey) and G% = (V U Ly U Sa, Eo) be
their corresponding selection diagrams over N environments with S-nodes Sy, Sq, IT = {IT*, ..., IV},
with interventions W = ({3 {}2, ..., {}V) and associated distributions P™. Let K = [1,1,...,1] be
the vector of known interventions.
We say (G, ®) and (G%, ®) are MD-Markov equivalent if and only if for My = M AG(Augy(GY)
and My = MAG(Augy (G%):

1. M; and My have the same skeleton;
2. My and My have the same unshielded colliders;

3. If a path p is a discriminating path for a node Y in both My and My then Y is a collider on
the path in one graph if and only if it is a collider on the path in the other.
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Proof (=>) Assuming that M AG(D;) and M AG(D-) satisfy the three conditions, we will show
they are MD-Markov equivalent. Then by Definition 27 and Proposition 28, the two MAGs have
the same m-separation statements and vice versa, thereby satisfying the MD-Markov equivalence
condition, where both G} and G% impose the same constraints over the set of distributions defined
in 27.

(<=) We prove this direction by contradiction. Suppose M AG(D;) and M AG(D5) do not satisfy
the three conditions, then we want to show that the two graphs are not MD-Markov equivalent.

By definition of a MAG, if the two MAGs have one of the conditions different, then there is at
least one different m-separation statement. Without loss of generality, we consider only m-separation
statements among pairs of singletons. If an m-separation statement holds between arbitrary sets of
nodes in one selection diagram, G1, but not Gs, then there is at least one pair of singletons where
the m-separation statement differs between G; and Gbs.

Consider the sets U, O and T again of m-separation statements in Lemma 42. U, and O, are
m-separation statements between any two nodes given a strict subset of all remaining S-nodes, all
remaining S-nodes. T is the set of m-separation statements between normal nodes and any other
node given all remaining S-nodes.

By Definition 3, an m-separation statement is in T if and only if it appears in the MD-Markov
equivalence class of distributions for G.

By Lemma 42, we show that if the two MAGs of the selection diagram are not Markov equivalent,
then there is a m-separation statement in the definition of MD-Markov equivalence that is different
in the two graphs. As a result, we are able to show that there is a tuple (G%, ¥, S) that contains
tuples of distributions P that is not MD-Markov with respect to (G%, ¥, S). |

Thus, graphically, the two selection diagrams over multiple domains of only observational data
are Markov-equivalent if the MAGs of their augmented diagrams fulfill certain similarity constraints.

Proof of Main Text Thm. 13 [Equivalence of ¥ and MD-Markov property given multi-
domain observational distributions] Next, we state an equivalence between the ¥-Markov
characterization in Theorem 13 of [7] and MD-Markov characterization.

Theorem 45 (Equivalence of ¥ and MD-Markov property given multi-domain observational distribution:
Let G be a causal diagram and Gg = (VUL US,E U Eg) the selection diagram over N domains

IT = {11}, 112, .. TIV}. Let S™ be set of S-nodes and Eg their set of edges. Let T = ({{}}*, ..., {{}})

and K = [1,1,...,1], such that for each of the N domains, there is only observational data. Let P!

be an arbitrary set of distributions. If P satisfies the W-Markov property with respect to (G, ¥, S),

then it also satisfies the MD-Markov property with respect to (G, ¥, S).

Proof If P satisfies the W-Markov property, then for disjoint Y, Z, W C V the condition related to
d-separation of is held for each distribution in the joint selection diagram given the shared causal
structure assumption.

For the second condition relating pairs of distributions to each other in the W-Markov property,
we know that this is equivalent to d-separation in the augmented graph with the augmented graph
nodes added from pairs of different distributions given the Definition 5. In our case, each pair of
distibutions correspond to a pair of different domains, and thus the augmented F-node has a similar
meaning to the S-node.

Let Z be a S-node (that is represented by an F-node in the augmented graph) and ¥V 1L
Z|W, Sinp\ji)- This then shows that if the W-Markov property holds, then the MD-Markov property
holds. Similarly if the MD-Markov property holds with respect to (G, ®,S), then it implies the
U-Markov property with respect to (G, ¥). [ |
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This proves the result stated in Thm. 13 and shows that the W-Markov property implies the
MD-Markov property in the case where only observational data is present in multiple domains. This
can be seen conceptually that the domain change can be viewed as an intervention on the data
distributions with unknown targets (i.e. we do not know where the environment targets). In fact
they are equivalent in this setting.

Example 32 Let Gg be the selection diagram in Figure 1(b), among two domain IT = {II' TI%}.
Let S = {812} and $ and K be defined with just observational distributions from domains 1 and
2. Consider an arbitrary P that satisfies the ¥-Markov property with respect to (G, ®). This implies
the distribution of Z is the same between domains 1 and 2 through the invariance PY(Z) = P?(Z).
This is the only invariance that is required. Observe that is also the only invariance required by the
MD-Markov property and thus P satisfies the MD-Markov property with respect to (G, ®'). ||

Corollary 46 (An equivalence of MD-Markov Equivalence and V-Markov Equivalence)
Let G be a causal diagram and Gg = (VULUS,EUEg) the selection diagram over N domains
I = {I1}, 112, .. TIV}. Let S™ be set of S-nodes and Eg their set of edges. Let ' = ({{}}%, ..., {{}}V)
and KK = [1,1,...,1], such that for each of the N domains, there is only observational data. Let P be
an arbitrary set of distributions. P satisfies the W-Markov property with respect to (G, ®,S), if and
only if it satisfies the MD-Markov property with respect to (G, ¥, S).

Proof The result follows from 6 and 45. [ |

This proves an interesting equivalence mapping between multi-domain observational setting and
single-domain unknown interventional setting. One can view the change in domain as an unknown
intervention that occurs via nature. However, knowing the domain change is still import information
as not only does nature induce an intervention, but there may also be various interventional datasets
collected explicitly in the domain. Thus one would know that these interventions in this domain are
different from similar interventions in another domain. Note there are a few subtle differences that
one should be aware of.

1. In the case of W-Markov equivalence, one works with an augmented graph with the symmetric
difference between all pairs of different intervention target sets. The sets of variables from
the symmetric difference of intervention targets form the "F-nodes" of the augmented graph,
which can then be viewed analagously to S-nodes. In MD-Markov equivalence, one has S-nodes
on all variables that have differences between the source and target domains. These S-nodes
represent possible distribution differences between pairs of domains regardless of whether or
not the distributions are observational or interventional. Thus S-nodes can be seen as "nature’s
intervention" that is always present.

2. S-nodes represent a difference in distribution between the source and target domain at the
nodes it points to. An F-node represents a difference between a pair of distributions due to a
symmetric difference in intervention target. These are important subtleties, which allow the
user to utilize such qualitative information in downstream transportability ID tasks [414]. The
extra information that comes from the knowledge that each observational distribution comes
from a different environment manifests purely in the interpretation of the nodes. However,
transportability ID in an EC is still an open problem, and thus it is unclear how to leverage
the results of the learning algorithm.

Based on this equivalence of MD-Markov and W-Markov property for multi-domain observational
data, the Algorithm S-FCI introduced in this paper is sound and complete. That is every adjacency
and orientation is common for all M AG(G’) where G’ is a selection diagram MD-Markov equivalent
to G. Moreover the recovered graph is the most informative it can be (i.e. discovers as many tails
and arrowheads that can be oriented within a MD-Markov equivalence class).
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Corollary 47 (Modified ¥-FCI algorithm to learn an S-PAG) Define the modified ¥-FCI al-
gorithm with two modifications: i) represent S as the set of intervention targets and ii) take the graph
learned and remove all S-nodes that represent a pairing between distributions from two target domains.
The modified V-FCI algorithm is complete for learning an S-PAG given only observational data.

Proof If we run V-FCI, with the S-nodes represented as our intervention targets, then we will learn
a supergraph of the graph of interest. The supergraph will contain extra F-nodes due to symmetric
differences among the combinations of source domains. By removing those, we have a V-PAG with
only F-nodes representing the source and target domain, which is the S-PAG. |

F.1.6 RESULTS FROM SECTION 4.2 OBS. + INTERV. DATA IN MULTIPLE DOMAINS

In this section, we prove results related to causal discovery in the setting of multiple domains with
observational and interventional data. First, we show some equivalence relations when going from
the non-augmented graph to the augmented graph.

Proposition 48 (augmented graph Equivalence Relations) Let G = (VULUS,EUEg) be

a joint selection diagram, with latent variables L and its augmented graph Augw s(G) = (VULUSU
F,EUEg UZE) with respect to the intervention set across all N domains II, where F = {F} }gee[[,i\]]].

Let A;j be the set of nodes adjacent to FZ] for all i € [k] and all j € [N]. And denote B; as the set of
nodes adjacent to S* € S. We have the following equivalence relations:
For disjoint Y, Z,W C V, we have:

(Y A0 Z|W)G < (Y A0 Z|W, F[k],[N])Aug\p,s (G) (9)
For each A;; suppose Y, W C V\G,;, we have:

(Y 1L Al W), <= (¥ L FylW, Ay, FTLE auga s (G) (10)

(Y LL AW < (Y LL Fj|W, Fip,(n]) Auge s (G) (11)

A (W)
For each A;;, let Y, W CV, and let W;; = W N A;;, R = A;;\W,;, then:

(Y 1L AyWAWij)a,, <= (Y LLFy W, Aij, Fip i), [N\ (k) Auge s (G) (12)
For each S; € S, let Y, W CV, then

(Y 1L S™|[W)e = (V LL By |[W, SN 40y o (G) (13)

Proof Conditioning on a source node is equivalent to removing it from the graph in terms of the
graph separation statements. Hence, conditioning on Fiz\; N7\ {;} in the right-hand side eliminates
them. Therefore, equations 9, 10, 11 and 13 follow from [[64], Proof of Th. 4.1] by Pearl.

Note that S; LL Fj; for all i € [k], j € [N] because S-nodes and F-nodes in this setting are source
nodes and thus will always have a collider due to the multi-domain intervention assumption.

The rest of the proof is exactly as it is in [Proposition 3 of [3]]. ]

The proof for Prop. 6 follows.
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Proof of Main Text Proposition 6 [Graphical MD-Markov Property]

Proposition 49 (Graphical MD-Markov Property) Consider the multi-domain setup 1.1. Let
M = MAG(Augy(G)) and let [M] be the set of S-MAGs corresponding to all the tuples (G'y, ®'™)
that are MD-Markov equivalent to (Gg, ). The S-PAG for (G, ®'Y), denoted P is a graph such
that:

(YJ_LZ|W)GS <~ (YJ_LZH/V,Fg,S)Aug\P(G) (14)

(Y AL {57k KWW F) ey —

(Y 1L {Sj,ka Fij,k}|Wa S\Sj7k7 Fg\Fg7k)Aug\y(G) (15)
where W/* = WNK* R = KJ*M\W/*,

Proof The proof follows from Proposition 48. ||

We see that graphical equivalence is nicely modular using the augmented graph framework, where
we add nodes indicating change in distributions due to domain, or interventions. Similarly, since
the augmented graph is still a DAG and the MAG of the augmented graph is a MAG, and the
corresponding PAG of the augmented graph is a PAG, we can leverage existing theory that analyzes
properties of those graphs. Next, we prove Thm. 8 showing a graphical criterion for determining the
MD-Markov equivalence among two graphs.

Proof of Main Text Thm. 8 [MD-Markov Characterization]|

Theorem 50 (MD-Markov Characterization) Let there be two causal graphs G* = (VULy, Eq),
G? = (V ULy, Ey) with G} and G% the selection diagrams and a corresponding set of intervention
targets, @1, Wy 4 corresponding set of S-nodes set S1™, Sa™! and a fized index vector of known
intervention targets K. Assume that the symmetrical difference sets are indexed in both sets in
the same pattern such that correspondence between F-nodes and S-nodes are the same in My and
M. Then (G}, v, " 8™ and (G4, W, S, are MD-Markov equivalent if and only if for M, =
MAG(Augy, s, (G') and My = MAG(Augw, s,(G?):

1. My and My have the same skeleton
2. My and Ms have the same unshielded colliders

8. If a path p is a discriminating path for a node Y in both My and Ms, then Y i s a collider on the
path in one graph if and only if it is a collider on the path in the other.

Proof We proved a similar version earlier in Thm. 44 for only multi-domain observational data.

(<=) Suppose the two MAGs, M7, M satisfy the three conditions stated. Then, they induce the
same m-separation statements [78]. Therefore, by Prop. 6, G; and G2 impose the same constraints
over the distributions in the MD-Markov property definition (Def. 3). Therefore, SE(G1) = SE(G2).

(=>) Suppose by way of contradiction that the two MAGs do not satisfy the three conditions.
Then at least one different m-separation statement is present, since the MAGs encode m-separation
statements. With a different m-separation statement, we want to show they are also therefore not
MD-Markov equivalent.

In Lemma 42, we demonstrated that any m-separation statement is included in the defined sets
U UOUT. Therefore, there is an m-separating path in one graph that is m-connecting in the other.
In the final step, we demonstrate that the distribution tuple of Def. 3 is different in Aug(G1) vs
Aug(Gs).
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We do this by construction.

Suppose X, Y, Z C V such that (X 1L Y|Z, F,S) augc, and (X LLY|Z, F,S)auga,. Any tuple of
distributions (observational or interventional) across any domain obtained is faithful to the selection
diagram with latent variables will suffice to demonstrate the proof.

Suppose X = F for some i € [k] and Y € V. Therefore an F-node is m-connected to an observed
variable in Aug(G3) but not in Aug(G1). Now, consider Gpath = (Vpaih, Epatn), the subgraph of G
that includes all the variables that contribute to the m-connecting path of (X /L Y|Z, F,8S) sug(c,)-

Consider now a jointly Gaussian distribution, ppasn, on Vpasn that is faithful to Gpaen. Thm. 7 of
[79] shows that this is possible.

We proceed now by considering two interventions I, J on the graph where IAJ = A;, where
the distributions p;, ps from the same domain are responsible for the graphical separation of Fy.
Different from the rest of the paper, for this proof we will treat Ff as a regime variable that indicates
when we switch to p; and when we switch to p;. Note that we can do this since we only add
this single F node and no others in this domain j. Consider the distribution p* defined as follows:
px(|[F} =0)=pr(),px(|F} =1)=ps.

We will now show that the variable F is dependent with Y given Z on the distribution px. So,
we construct a SCM that induces an interventional distribution and the relevant graph in question.

Consider the following linear SCM: x = Ax + e, where A is a lower-triangular matrix that
captures the DAG structure and parent-child relationships in Gpas, and e € R? is an exogenous noise
vector and d is the number of observed variables in the graph. Let p; be the distribution obtained by
adding noise vector e; to the system. ey is non-zero in the rows corresponding to the nodes that it
perturbs. Therefore p; is a valid soft-interventional distribution. Let e; be the noise vector now for
adding an intervention on J.

Next, we show that every adjacent variable is dependent. The correlation of variables in Gpqsp, is
computed as:

x=Ax+tet+e; = (I-A)x=e; = x=(I-A)"'e;
x=Axtete; = (I-A)x=e; = x= (- A) ‘e,

with e; = e+ e; and e; = e + e5. Note when e; and e, are different, then the F-variable is
dependent with the variables in K := IAJ, since p(K|F = 0) # p(K|F = 1), implying (K /L F)p..
We can compute the correlation matrix between observed variables with respect to p * (.), since the
binary regime variable can be marginalizd out:

T

E[xxT] =051 - A) " 'Elere; ]I A)™"" + 0.5 — A) " E[ese, ]I - A)~! (16)
— 0.5A)"}(Dy +Do)(I— A) (17)

where D; = E[e;e;”] are the diagonal covariance matrices of the noise that is added due to the
interventions. Now, consider two adjacent variables x;,z; € Vpqtn. Since x;, z; are jointly Gaussian,
they are dependent if and only if they are correlated. Therefore, we want to show E[z;x;] # 0 for
any arbitrary adjacent pairs. By assumption, any pair of adjacent variables are dependent since
the original distribution is chosen to be faithful to the graph Gpa:n. Therefore, if we randomly
pick variances of the added noise terms, with probability 1, any adjacent pairs of variables will be
dependent still after a union bound.

Therefore, in the graph Gpq:, plus the F-variable for interventions specifically in domain j, every
pair of adjacent variables are dependent. Then, using Meek’s Lemma 30, we have that (FZJ LLY|Z),.
Since we have not added any other F-variables in this domain as regime variables, we do not need
to condition on them. Now, we can augment this distribution to cover variables outside Gpq¢s.
Pick all remaining variables independent from the variables in Gpq:n and construct interventional
distributions by adding extra noise terms to the intervened variables. Note, even with different
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domains, we only need to construct a distribution valid within that specific domain. That is, being
adjacent to an F-node not associated with the particular domain in question, is irrelevant.

We can repeat the same procedure as described for S-nodes that are now adding extra noise terms
to the nodes in which it changes the distribution due to the domain. We simply pick one of the
observational distributions as a reference and fix it. Then we arbitrarily add noise terms to each
node that has an S-node that perturbs the distribution with respect to another domain. We continue
until all domains have an associated distribution.

All that is left is to account for the case, where we are comparing interventions between different
domains. That is, we must account for simultaneously a S-node and F-node change in regime.
Without loss of generality, we can consider the case of just two domains, 7 and j and interventions I
from domain i and J from domain j. In this case, we can define e; = e+e;+eg and e; = e+e;+eg,
where eg is the noise vector added due to the change in domain. It is defined with non-zero values at
the rows of nodes that are affected by the S-node S%7. Since eg is constant between both e; and ey,
we can simply redefine ¢’ = e + eg and the result still follows. Then to generalize across all possible
domains, we fix a domain and observational distribution and repeat the process until all domains
have an associated set of observational and interventional distributions.

The corresponding tuple of distributions across interventions and domains belong to SE(G1),
but not SH(G3) since m-separation should have implied invariance between the interventional and
domain-change distributions whereas we constructed the distributions such that this is not true. B

The difference between this statement and the one is Thm. 44 is simply what data is available.
But the Lemma 42 does not care what sort of data is available, but is simply a result of the graphical
structure.

Given Thm. 13, we can leverage the W-FCI algorithm in the multi-domain observational data
setting.

Corollary 51 (Modified ¥-FCI algorithm given multi-domain observational data) LetII =
{IT, ..., IV} be N domains with P generated from W = ({}1, {}2,.... {}) consists of N observa-
tional distributions. Define the modified V-FCI algorithm with the following modification: represent
S as the set of intervention targets. The resulting V-PAG learned is the same as the S-PAG. |

Therefore, the W-FCI algorithm is applicable to the multi-domain setting when there is only
observational data.

In the final theorem, we show that the S-FCI algorithm is sound, in that it learns a valid S-PAG
(i.e. PAG with additional orientations).

Proof of Main Text Thm. 18 [S-FCI Soundness]|

Theorem 52 (S-FCI Soundness) Assuming tuple P is generated by some unknown tuple (G, ¥ S
with known intervention target IC from domains IL and is s-faithful, where ¥ is a tuple of set of
interventions with known/unknown targets, S and its corresponding edges indicate the S-nodes and
their edges and G is the causal diagram, with Gg being the selection diagram. S-FCI algorithm is
sound (i.e. every adjacency and orientation in Ps_pcr is common for MAG(Augw s(G))).

Proof [Proof Idea| In order to prove soundness that the result of S-FCI is a valid S-PAG, we will
show that the algorithm’s inferred separating sets between pairs of nodes are valid.
We determine:

1. Are all pairs of separable nodes in the graph correctly identified? I.e. all edges in the PAG are
the result of an adjacency in the underlying DAG, or a primitive inducing path.

2. Do the augmented separating sets affect (negatively) the application of FCI rules?
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3. Are the additional orientation rules sound?

The proof idea for the additional orientation rule R9’ is as follows: adjacencies in a MAG are due
to either adjacency in the true underlying selection diagram, or an inducing path between two nodes.
Determining when this inducing path is the case across multiple domains and different interventions
with known-targets allows one to then orient this inducing path. |

Proof

(1) All pairs of F-nodes and S-nodes are separable with the empty set by construction of
the augmented graph. Hence, after phase I of the S-FCI algorithm, they are non-adjacent with
SepSet(Fij, Fiy) = 0 and the same for the S-nodes.

(2) To validate that the existing FCI rules are sound, we simply need to check that the rules
that rely on separating sets are still valid given our augmented separating sets. The orientation of
unshielded colliders and discriminating paths is sound based on the same reasoning as that in [3],
since S-nodes are also in fact source nodes.

(3) Finally, we address the soundness of orientation rules. In [3] R9 of the Z-FCI algorithm is
proved sound, which we follow a similar logic. ,

Define A;;;; as the set of nodes that are children of the F-nodes Fljk

We consider a pair of nodes Fl-j’k,Y, where Fljk € FIY € V that are not adjacent, but
Y € Neigh(A;;), indicating that there is no separating set between ij and Y in the augmented
graph. Since they are not adjacent by construction, then there must be an inducing path between
the two nodes relative to latent variables L. The same argument applies to separate Y from S7:*.
Therefore the MAG of the augmented diagram, M AG(Augw s(G)) contains an edge from this node
to Y. |

F.1.7 RESULTS IMPROVING EFFICIENCY OF SKELETON DISCOVERY PHASE

The skeleton discovery phase of the Z-FCI and W-FCI algorithm require testing every possible
combinations of nodes with every possible combination of conditioning sets. Constraint-based
causal discovery algorithms typically searches for invariances by testing for example conditional
independences among existing node pairs. These algorithms then typically may test all possible
nodes as part of the separating set.

In the Z-FCI [3] and ¥-FCI algorithms [7], the algorithms compare run through every single
possible conditioning set when comparing distributions similar to the SGS algorithm [2]. However,
this is obviously very inefficient.

This strategy while sound and works in theory, is very inefficient. Other strategies involve
counsidering only neighbors, such as in the PC algorithm [6]. In addition, the FCI algorithm has been
extended to be more computationally efficient, by only testing the possibly d-separating sets [24].
When dealing with the augmented graphs, we would like to ignore the augmented nodes that are
irrelevant in the conditioning set. This is possible because we will see graphically that none of the
augmented F-nodes constructed in Def. 5 are part of the possibly d-separating sets between nodes.

This enables one to speed up the S-FCI algorithm during the skeleton discovery stage using the
same techniques.

Definition 53 (Possible-D-sep sets) Let G be a mized-edge graph with circular endpoints, and
bidirected edges. pds(X,Y) in G is defined as follows:

X € pds(G, X,Y) if and only if there is a path m between X and Y in G such that every subpath
(X5, X, Xy) of m, X; is a collider on the subpath in G, or (X;, X;, Xy) is a triangle in G. [ |

The pds(X,Y) set is useful because pds(X,Y) D dsep(X,Y).
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Lemma 54 (S-nodes are not required to be part of a d-separating sets) Let G = (VUS, EU
Es) be a joint selection diagram. Define PDS(X,Y’) as the possibly d-separating sets of X and Y as
defined in [2]]. For all X, Y CV disjoint, no S-nodes are required to be part of d-sep(X, Y).

Proof Assume an S-node, S; is only pointing to one node, Z € V. Then it is always an ancestor of
Z. Consider disjoint X,Y C V\{Z,S;}. For X and Y to be d-separated, all d-connected paths must
be blocked. Consider the path from X to Y through Z. If the path is a collider at Ax— Z <—*B, then
the triplet (A, Z, B) is blocked as long Z, or descendants of Z are not conditioned on. If the path is a
non-collider at Z, then it is blocked as long as Z is conditioned on. In both scenarios, S; may be
added to the conditioning set without changing the blocked /unblocked status of the triplet.

Consider now S; € S that is another S-node. If that S-node is not along the path from X to Y,
then it can be conditioned on arbitrarily since it is never a descendant of a collider and therefore
would not open up a collider path.

Say S; is pointing to now multiple nodes due to inducing paths. The argument is the same now
for each node it is pointing to. If S; is pointing to multiple nodes, the presence of an inducing
path between X and Y indicates that there is no d-separating set between X and Y, so even if .5;
is a graphical "confounder", adding it or not would not change the d-connectedness between X and Y. l

This is useful to know as the skeleton search phase of the FCI algorithm and its variants typically
rely on defining a superset of the d-separating set between variables, such as the PDS(X,Y) set.
Based on this lemma, we do not need to include any S-nodes ever in the conditioning set. This
results in a faster skeleton discovery stage in S-FCI, which we incorporate into our implementation.

The skeleton phase proceeds as follows:

1. Run the FCI skeleton discovery phase among the non S-node variables using neighbors to select
the conditioning sets

2. Orient unshielded colliders

3. Compute the pds(X,Y") for all disjoint X, Y € V

4. Orient all edges into circular endpoints

5. Re-run the FCI skeleton discovery phase using the pds(X,Y) to select conditioning sets

6. Repeat the above now among S-node variables and non-S node variables

See Algorithm F.4 where we can leverage the strategy of possibly d-separating sets in the "CondSel"
function. Moreover, we can limit the PDS set further by always removing all S-nodes and F-nodes
from the PDS set.

F.2 Experimental Results - Simulations
F.2.1 LEARNING SELECTION DIAGRAMS ACROSS MORE THAN TwO DOMAINS

The traditional selection diagram is presented with S-nodes that represent a change in mechanism
between a pair of domains [14]. When we extend this to allow more than two domains, we can add
additional S-nodes for each pair of domains. Consider Figure S1(a), where there are three S-nodes
representing domains 1, 2 and 3. The presence of an S-node edge means there is not necessarily
an invariance of X: i.e. P*(X) = PJ(X) is not necessarily true for i # j. However, in Figure
S1(b), removing the edge between S*? and X indicates that an invariance is present in the marginal
distribution, P*(X) = P%(X). However, if we also remove the edge S''* — X, then this implies the
invariance P*(X) = P3(X). Then by transitivity, P?(X) = P3(X) must also be true and the S-node
edge 5?2 — X should also be removed in order for the graph to be valid.
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Figure S1: (a) shows a selection diagram with 3 domains with the distribution of X changing across
any pair of domains. If we remove an edge S™2? — X, then this implies that for domain 1 and 2,
the distribution of X is invariant (b). However, if we also remove the edge S'3 — X, then this
additionally implies for domain 1 and 3 the distribution of X is invariant (c). Without explicitly
testing the invariance, one can remove the edge S%2 — X by transitivity. The reasoning is described
in more detail in Section F.2.1.

This removal means that with higher number of domains, the learning of invariances across
domains due to the lack of S-node edges can be accelerated. Say we have observational data across
three domains and the selection diagram indicates that X is d-separated from all the S-nodes. Then
as soon S-FCI determines the invariance such that the corresponding F-node, Ff}] is removed for

two pairs of domains (1,2) and (1,3), then it can immediately remove the F-node F2? since the
invariance must be true as well. To determine the invariant domains per node in the graph, one
simply needs to construct an undirected graph among the domain IDs of the removed S-node edges
and compute the connected components, which can be done in @(N) time, where N is the number of
domains. This is a common graph algorithm that uses a disjoint set and is implemented in a variety
of different packages, such as networkx [84]. This enables one to efficiently compute the invariant
domains during the skeleton removal phase of Algorithm F.4.

This improvement due to limiting the necessary CI tests needed to be run can help improve
runtime of the S-FCI algorithm.

F.2.2 EXPERIMENTS

All experiments are reproducible using the algorithm implementations at https://github.com/py-
why /dodiscover and https://github.com/py-why /pywhy-graphs [85, 80].

Chain-Graph Experiment In this section, we demonstrate empirically through computational
experiments that S-FCI learns more, or more accurate graphs relative to the true selection diagram.

In the first simulation, a very simple setup is done to confirm the presentation of Ex. 25. In this
example, G = {Y — X, S12 — X} is the selection diagram with the augmented-selection diagram
shown in Figure S2(c). The ground-truth causal diagram and augmented graph are shown in Figure
S2(a-b), neither of which encode the change in domain.

Data is generated using a linear SCM, where nodes have exogenous noise generated from a
Gaussian distribution (u, o) where y is generated uniformly in [-5, 5] and o is generated uniformly in
[0.01, 1.5], and edge weights are generated uniformly in [-5, 5]. Each node is a linear combination
of its parents, where edge functions are generated uniformly from the following choices with "x"
as the input: linear (x), quadratic (22), sin (sin(x)), or negative (-x). We repeat the experiment
10 times with sample sizes ranging from 500 to 5000 linearly spaced. At each parametrization, we
repeat the experiment 5 times. We simulate two different domains, with the S-node pointing to
Y indicating a possible change in mechanism between domain 1 and 2. In total, we generate two
different distributions, P! = (P}, P?), one per domain. Each distribution is interventional. We
simulate a soft intervention on the node X by additively perturbing the values of X. We encode
different soft interventions in domain 1 and 2 (i.e. the mechanisms have the same target, but different
mechanisms; W = ({ X} {X?12)). We assume the targets are known, K = [1, 1].
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Using the ground-truth diagram as an oracle for conditional independence and conditional
invariance testing (of the form listed in Def. 3), we can get different ECs, which are shown in Figure
S2(d-f). As we expect from Ex. 25, the Z-FCI arrives at the incorrect causal conclusion, X — Y.
Next, using partial correlation and the Kernel conditional discrepancy test [72], we test this setting
with finite data. In Figure S3, we see that it is always the case that S-FCI learns the correct graph
even with finite data.

('S, 0)

(F, 0)

(F, 0 (F, 0) ('S, 0)

(d)

Figure S2: Comparing S-FCI vs FCI vs Z-FCI in a simulation with two known-target interventions
with different mechanisms on X - The top row shows the true diagrams: (a) is the true causal diagram,
(b) is the augmented diagram encoding the intervention on X, (¢) is the augmented graph that shows
the interventions on X in each domain and the S-node indicating a possible change in mechanism for
Y. The bottom row shows the learned EC with an oracle for querying d-separation - (d) the PAG
learned by the FCI algorithm, (e) the I-PAG learned by the Z-FCI algorithm and (f) the S-PAG
learned by the S-FCI algorithm.
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Figure S3: S-FCI learns the correct orientation consistently given known target interventions in
multiple domains compared to Z-FCI in linear SCMs following the two-node setting.
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7-X!

Figure S4: The presumed ground-truth graph for the protein experiments from [29]. Imported from
bnlearn [38].

F.2.3 ANALYSIS OF PROTEIN SEQUENCING

As motivated by Ex. 31 and 25, we next analyze a protein sequencing Sachs dataset [29], where
different perturbations of proteins were made, and then responses from other proteins were observed.
The ground truth graph is given by [29] and is shown in Supplemental Figure S4. We utilize this
dataset because it is a commonly used dataset to evaluate causal discovery in many papers [3, 7,

, 87]. We run S-FCI and get the results shown in Figure S5, where various structures such as the
cluster among (PIP3, PIP2, Plcg) is detected and certain orientations in the larger graph are also
correctly detected. As a result, these two experiments provide a realistic setting in which S-FCI
could plausibly be used °.

F.2.4 SIMULATED DATA

In this next section, we present some experiments validating that adding additional data across
multiple domains improves upon the structure by helping orient additional edges.

The ground-truth graph is shown in Figure S6(a). We forward-sample discrete data according
to the graphical model and implement categorical data with cardinality of "3" per node. We then
sample a random conditional probability distribution (CPD) for each node in topological order using
pgmpy [89]. By specifying the full conditional distributions for each node as a function of its parents,
this now specifies the full SCM. We then proceed with four different settings:

15. Real world data with ground truth selection diagrams and observational and interventional data collected over
multiple domains is a big challenge that is necessary to evaluate multi-domain causal discovery algorithms. This
paper partially addresses this need by leveraging real single-domain data and using that data to generate plausible
datasets to simulate the multi-domain setting. Additional research is needed that generates this dataset in the real
world from experiments and observations.
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Figure S5: Shows the learned S-PAG of the Sachs dataset.
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1. From this SCM, we sample 30,000 samples to denote the observational distribution, obs. We
will denote this SCM as coming from domain 1. We run FCI on the data and obtain Figure

S6(b).

2. Next, we generate 30,000 samples of interventional data by intervening on the D’ node,
generating a new CPD for node D. Then we run the Z-FCI, or U-FCI algorithm depending on
if we assume the intervention is a known-target or not. Regardless of the algorithm, the graph
learned is in Figure S6(c).

3. Next we generate a domain-shift that changes the distribution of node X and C. I.e. in the
corresponding selection diagram of (a), this would have the additional edges X « S*2 — C.
This generates a new SCM that represents domain 2. Combining the observational datasets
from domain 1 and the domain 2, we can run FCI again and obtain the Figure S6(d).

4. We also simulate an intervention that occurs on node D again this time in domain 2. By pooling
the interventional datasets and the observational datasets and naively ignoring the difference
in domain, we can re-run the U-FCI algorithm and obtain the graph in Figure S6(e).

5. Finally, taking all datasets together and applying the S-FCI algorithm, we obtain the result in
Figure S6(f).

Figure S6: Example simulation comparing FCI, V-FCI and S-FCI using the same datasets
with ground-truth graph in (a). Running FCI on single-domain observational data results in (b).
Running ¥-FCI on single-domain observational and interventional data results in (c). Stacking the
multi-domain observational data, ignoring the domains and running FCI results in (d). Stacking the
multi-domain observational and interventional data, ignoring the domains and running W-FCI results
in (e). Running S-FCI on the same dataset as (e) without ignoring domains results in (f). (f) learns
the most correct graph relative to ground-truth (a).

F.3 Background and Additional Preliminaries

In this section, we provide additional background notation and concepts relevant for the proofs and
theoretical concepts introduced in this paper.

ADDITIONAL NOTATION

A path p from X to Y in G is a sequence of distinct nodes (X, ...,Y) where each pair of consecutive
nodes is adjacent in G. A directed path (also known as a causal path) from X to Y is a path where all
edges are directed X — --+ — Y. A possibly directed path from X to Y is a path where no arrowhead
is pointing to X. A star on edge endpoints is used as a wildcard to denote circle, arrowhead, or tail.
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We say if X — Y, then X is a parent of Y. If there is a (possibly) directed path from X to Y, then
X is a (possible) ancestor of Y and Y is a (possible) descendant of X. The convention is that every
node is also a descendant and ancestor of itself. The sets of parents and (possible) descendants of X in
G are denoted by Pa(X,G) (or just Pa(X) when it is unambiguous) and (Poss)De(X, G) respectively.
Similarly, we would also write PossCh(X) as the possible children of X, and NonDesc(X) as the
definite non-descendants of X. A definite non-descendant, Z, is one where there is no possibility of Z
being a descendant of X. This can occur if there is a arrow-endpoint ending at X, or a tail-endpoint
ending at Z.

A triple (XY, Z) is an unshielded triple if X and Y are adjacent, Y and Z are adjacent, and X
and Z are not adjacent. If both edges are into Y, then the triple is referred to as unshielded collider.
A path between X and Y, p = (X,...,W, Z,Y), is discriminating for Z if every node between X and
Z is a collider on p and is a parent of Y. Two MAGs are Markov equivalent if and only if (1) they
have the same adjacencies; (2) the same unshielded colliders; and (3) if a path p is a discriminating
path for Z in both graphs, then Z is a collider on p in one graph if and only if it is a collider on p
in the other. A PAG represents an MEC of a MAG and is learnable from data. The output of the
celebrated FCI algorithm is a PAG, which is proven sound and complete for the corresponding MEC

[20]-

M-SEPARATION AND M-CONNECTEDNESS

In this section, we briefly review the graphical criteria m-separation and m-connectedness, which
is a generalization of d-separation and d-connectedness [61]. First, a necessary definition to fully
understand and characterize m-separation is the notion of definite colliders and definite non-colliders
in PAGs as these are a way to determine definite status along a path that does not need oriented
end points.

Definition 55 (Definite collider and non-colliders) Let (A, B,C) be a consecutive triple along
a path p in a PAG, G. B is a definite collider on p if both edges are into B (i.e. arrowhead endpoint
at B). B is a definite non-collider on p if either one of these is true:
i) One of the edges is out of B (A <= B+xC, or A+«B — C'. ii) Both edges have a circle-endpoint
at B, and there is no edge between A and C (i.e. (A, B,C) is unshielded). This looks like AxoBo—C.
Otherwise B has a non-definite status along p.

A definite status path p between nodes X and Y is m-connecting given a set of nodes Z (with
X,Y ¢ Z) if every definite non-collider on p is not in Z and every collider in p has a descendant in Z.
A possibly m-connecting path between X and Y given Z is a path where every definite non-collider
on the path is not in Z and every collider has a possible-descendant in Z.

If Z blocks all definite status paths between X and Y, we say that X and Y are m-separated given
Z. Otherwise X and Y are m-connected. If Z blocks all possibly m-connecting paths between X and
Y, we say that X and Y are m-separated given Z.

CHORDAL GRAPHS

An undirected graph H is chordal if and only if every undirected cycle of length four or more has an
edge between two non-consecutive vertices on the cycle.

F.4 Broader Impact and Forward Looking Statements

The development of new causal discovery algorithms has the potential to improve our understanding
of complex systems, and to help identify the causal factors underlying important societal issues. By
improving our ability to learn causal relationships from observational and interventional data across
multiple domains, your work could ultimately lead to more effective interventions to address these
issues that are transportable across operating domains. Beyond the causal inference community, we
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expect that our results will enable fundamental contributions in various fields, including biology [29],
epidemiology [81], economics [90] and neuroscience [34].

One significant research direction is to study how to relax the assumption that the joint selection
diagram does not contain structural differences among the different domains. Additionally, it will be
important in future research to develop new benchmarks that reflect this emerging multi-domain
causal discovery paradigm to evaluate algorithms. Another important research question is how to
perform transportability inference within this newly introduced equivalence class. Transportability
of causal effects, also known as "external validity" [91, 92], "meta-analysis" [93], "quasi-experiments"
[94], "heterogeneity" [95], is a critical task that has been studied under the assumption that a well-
specified selection diagram is available. It will be important to develop algorithms for transportability
inference given the selection diagrams’ EC and develop algorithms for computing causal effects from
an EC of selection diagrams. This would enable scientists to perform completely data-driven causal
analysis across multiple domains.

F.5 MD-FCI Algorithm Additional Details
Here, we expand on the MD-FCI algorithm and its details. The inner-workings of the MD-FCI
algorithm are introduced in Algorithm 2. Here, we provide details for the rest of the algorithm.

F.5.1 MD-FCI ALGORITHM DETAILS

Creating augmented graph Alg. F.3 describes how the augmented graph is created by adding
nodes that map to pairs of distributions, and optionally symmetric difference targets.

Algorithm F.3 Generalized Augmenting Nodes - S is the set of S-nodes over N domains IT,
F is the set of F-nodes over each domain, /C is the vector of known intervention targets, H is the
set of intervention targets mapping each pair of known-target interventions, ¢ is the mapping of each
pair of distributions within each domain and V is the set of nodes in the graph.

function CREATEAUGMENTEDNODES (P! IC, V)
S=0,FI=pH=0,0: NxN =2V x2V
k<0
Add S-nodes
for all pairs II* # IIV € II do
Add S¥ to S
Add F-nodes
for all pairs I}, J7 € ¥l do
if I = {}",J7, ={},i # j then
do nothing
else
k+—Fk+1
Add F}? to FUI
if I! and J/, are known-targets and i = j then
H) =TIAYI
Add H) to H
o(k) = (I,m): (Maps the kth F-node to distributions 1 and m)
return S, FI'. H, o

Generalized Multi-Domain Skeleton Discovery Alg. F.4 describes a generalized algorithm for
performing constraint-based skeleton discovery, which allows our algorithm to choose a method for
choosing candidate conditioning sets, CondSel. For example, one may use all possible combinations
of nodes (e.g. the SGS algorithm does this [21]), or the neighbors of the nodes (e.g. the PC algorithm
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does this [0]), or the possibly d-separating sets (e.g. in RFCI algorithm [24]). Alg. F.5 describes
how to infer the skeleton structure using constraints found in the data. For instance, the first else-if
statement states that all F-nodes are by construction separated. The second else-if statement states
that an F-node will be separated from another node given a specific kind of invariance described in
Condition 2 of Def. 3.

Algorithm F.4 Generalized Skeleton Discovery - G is the augmented causal diagram from Def.
5, CondSel is the conditioning selection function for determining how to select candidate separating
sets Z, Pz 1S a hyperparameter controlling the maximum size of the conditioning set

function GENERALIZEDSKELETONDISCOVERY (G, CondSel, Pp,qz)
G=(VUF,EUEy¥)
while p < P, do
for X e V do
for Z € CondSel(X,p) do
if (X € FNY € F) then
SepSet(X,Y) <+ 0,Sep(X,Y) = True
else
(SepSet(X,Y), Sep(X,Y) + Generalized Do-constraints (see Alg. F.5)
if Sep(X,Y) = True then
Remove (X, Y) edge in graph G
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Algorithm F.5 Generalized Do-Constraints - '! is the intervention targets per N domains, IT;
K are the known targets; V are the relevant causal variables.

function GENERALIZEDDOCONSTRAINTS(X, Y, S, FI1 o, U1 K V)
(F' = (), SepSet = 0,0 : N — 2V x 2V
V<« VuFrt
if X, Y ¢ F" and X,Y ¢S then
for I' € ¥ do
for W C V\F do
if Pi(y|w,z) = P}(ylw) then
SepSet =W U FTUS
SepFlag=True
else if X € S)Y € V then
(l,m) < o(k)
for W C V\F do
if Py (ylw,z) = Pj,(y|w) then
SepSet = W U FILU S\ S
SepFlag=True
else if X,Y € F! then (X and Y are both F-nodes)
SepSet = FITUS\{X,Y}
SepFlag=True
else if X, Y € S then (X and Y are both S-nodes)
SepSet = FTUS\{X,Y}
SepFlag=True N
else if (X € 7" and (Y € V), so let F,/ denote X (X is a F-node representing a distribution
between domains i and j, and Y is a normal node in V) then
(I,m) < o(k)
for W C V\F do
if Py (ylw,z) = P, (y|w) then
SepSet =W U fH\{F,i’j} us
SepFlag=True

Generalized Multi-Domain Orientation Rules - We restate the orientation rules presented in
4.3 for completeness of the appendix.

Algorithm F.6 Generalized Orientation Rules - G is the causal diagram, SepSet are the
separating sets that were learned, F'! is the set of F-nodes, H is the set of known-intervention targets
and S are the S-nodes.

For every unshielded triple (X, Y, Z), if Z ¢ SepSet(X,Y) orient it as Xs= Y «xZ

Phase IIb: Apply logical orientation rules

R1-7: Apply 7 FCI rules from [20] and following two rules until none apply.

Rule 87 For any F;,” € F'I, orient adjacent edges out of F”.

Rule 9’: For any F,zj € FU that is adjacent to a node Y ¢ H,i’j, ifi=j7and X € H,ZCJ and

|Hli’j| =1, orient X —» Y.

F.6 Additional Comparisons

Mechanism Shift Score [10] Consider the setup in Example 21.
A key assumption commonly leveraged in the causality literature is known as the Sparse Mechanism
Shift (SMS) hypothesis [10, 96], which states that changes in mechanisms between observed domains
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Figure S7: Comparing multi-domain causal discovery algorithms under the setting of causal sufficiency
- The ground truth selection diagram (a) is given over domains IT', I1? with intervention targets
¥ = ({}},{V}?,{Z}?) with all interventions being known-target, K = [1,1,1]. The Mechanism Shift
Score (MSS) estimand [10] (b), and the MD-PDAG (d) learned from the MD-PC algorithm. Note
the MSS estimand shows both arrow directions indicating that both DAGs could theoretically be
recovered. This is due to the fact that the MSS returns a DAG rather than an EC.
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are sparse. The SMS hypothesis allows one to leverage data across different domains and environments,
but it does not state how to interpret interventional data across domains. Nor does it emphasize the
necessity to distinguish the two related, yet different concepts.

By applying the Mechanism Shift Score in Example 21, one would learn the graph shown in
Figure 8(b), which does not provide any information about the invariance between hospital 1 and 2.
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